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Nanoscale Temperature
Distributions Measured by
Scanning Joule Expansion
Microscopy

This paper introduces scanning Joule expansion microscopy (SJEM ), which is a new
thermal imaging technique with lateral resolution in the range of 10-50 nm. Based
on the atomic force microscope (AFM), SJEM measures the thermal expansion of
Joule-heated elements with a vertical resolution of 1 pm, and provides an expansion
map of the scanned sample. Submicron metal interconnect lines as well as 50-nm-
sized single grains of an indium tin oxide resistor were imaged using SJEM. Since
the local expansion signal is a convolution of local material properties, sample height,
and as temperature rise, extraction of the thermal image requires deconvolution. This
was experimentally achieved by coating the sample with a uniformly thick polymer
Sfilm, resulting in direct measurement of the sample temperature distribution. A de-
tailed thermal analysis of the metal wire and the substrate showed that the predicted
temperature distribution was in good agreement with the measurements of the poly-
mer-coated sample. However, the frequency response of the expansion signal agreed
with theoretical predictions only below 30 kHz, suggesting that cantilever dynamics
may play a significant role at higher frequencies. The major advantage of STEM over
previously developed submicron thermal imaging techniques is that it eliminates the
need to nanofabricate specialized probes and requires only a standard AFM and
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simple electronics.

1 Introduction

The inventions of the scanning tunneling microscope (STM)
(Binnig et al., 1982} and the atomic force microscope (AFM)
(Binnig et al., 1986) have led to the development of a new
class of microscopes known as scanning probe microscopes
(SPMs). A common factor among all of the numerous SPMs
* in use today is that they utilize a sharp probe tip in close proxim-
ity to a sample surface to measure its topography as well as
other physical quantities with nanometer scale spatial resolu-
tion. Scanning thermal microscopy (SThM) was first developed
by fabricating a thermocouple at the end of an STM tip (Wil-
liams and Wickramasinghe, 1986a, b). The primary purpose of
the original system was not to measure surface temperature, but
to use tip-sample heat conduction as a means to image the
surface topography of insulating surfaces. This setup was subse-
quently used for photothermal measurements with approxi-
mately 100 nm spatial resolution (Williams and Wickrama-
singhe, 1988a, b). Later development of SThMs (Nonnen-
macher and Wickramasinghe, 1992; Majumdar et al., 1993)
have been based on the AFM system since the feedback control
required for topographical imaging is force based and, hence,
decoupled from tip-sample heat conduction.

SThMs in the past have mostly used a proximal sharp probe
with a temperature sensor fabricated on the very tip of the
probe. Majumdar et al. (1993, 1995) originally constructed a
thermocouple with an approximate diameter of 25 mm using
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an electrochemical etching process. Pylkii et al. (1994) used a
resistance thermometer made of a 5-mm-dia Wollaston wire
that was bent into the shape of a sharp probe. This size was
improved upon by Fish et al. (1995), who used a micropipette
drawn to a sharp tip. The spatial resolution of the measured
temperature distribution by such probes was generally found to
be on the order of 300—500 nm. Most recently, Luo et al. (1995)
devised a fabrication process that resulted in tip thermocouples
ranging from 100-300 nm in diameter, which increased the
resolution to about 25 nm. It was found that the dominant
mechanism of tip-sample heat conduction for such probes was
through a water film that bridged the tip-sample junction due
to surface tension forces (Luo et al., 1997a, b). Consequently,
both the spatial resolution and the measured temperature
strongly depended on the size of the water bridge, which was
influenced by tip geometry, relative humidity, and the chemistry
of the tip and sample surfaces. These parameters are often diffi-
cult to control and standardize, which makes quantitative mea-
surements by such probes time consuming and difficult. In addi-
tion, further increase in spatial resolution by this approach re-
quires fabrication of sharper tips and smaller thermocouples,
which is at present extremely difficult. Goodson and Asheghi
(1997) have developed a near-field optical thermometry
(NFOT) technique, which measures the light reflected from a
sample after it is squeezed through a sub-wavelength aperture
formed at the end of a metal-coated tapered optical fiber. They
quote a resolution of about 50 nm, which is approximately the
aperture size. In addition to the resolution being limited by the
aperture size, the degree of fabrication difficulty increases as
the aperture size is reduced. Reduction in aperture size also
decreases transmission efficiency, which heats the tip and its
neighboring sample, making it difficult to measure the tempera-
ture of sample surfaces.

In response to these difficulties with previous techniques, we
propose a new approach, which circumvents these problems of
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temperature measurement at nanometer scales. The new tech-
nique is called scanning Joule expansion microscopy (SJEM)
(Varest and Majumdar, 1998), which eliminates the need to
fabricate a temperature sensor on the probe tip. Hence, it does
not rely on tip-sample heat conduction, making it an apertureless
- method, in contrast to the traditional SThM and NFOT systems.
Instead, STEM takes advantage of the astounding vertical resolu-
tion of the AFM (=10"'? m) to measure the thermal expansion
of a Joule-heated sample with lateral or spatial resolution on
the order of 10 nm. SJEM was first proposed under the title of
Joule displacement microscopy by Martin and Wickramasinghe
(1987). They used optical interferometry to measure small dis-
placements of a thin-film conductor subjected to an AC current.
Based on far-field optics, this technique’s spatial resolution was
diffraction-limited to a size on the order of the wavelength.
Material expansion was also addressed by Weaver et al. (1989),
who examined optical absorption microscopy using an STM.
They predicted that the smallest feature that could be resolved
through expansion using their technique was on the order of
100 nm, based on a thermal expansion coefficient, o, of 107°
K™'. Although they observed an expansion signal, they did not
present any images since the spatial resolution of 100 nm was
not sufficient for their purpose.

This paper presents a detailed description of the SJEM tech-
nique as well as the experimental evidence and theoretical back-
ground for temperature measurement using SJEM. Section 2
describes the technique and section 3 shows the expansion im-
ages and discusses the experiments performed to identify the
source of the signals. Section 4 develops a simple model to
estimate the temperature rise and expansion signals. An experi-
mental technique to measure temperature distributions directly
using SJEM is introduced in section 5.

2 Technique and System Description

2.1 Scanning Joule Expansion Microscope. Figure 1
shows a schematic diagram of SJEM, which is based on the
AFM system. A sample is placed on top of a piezoelectric
scanner, which is capable of motion along the three orthogonal
axes. A sharp tip mounted on a cantilever is brought into contact
with the sample surface. Off the back of the cantilever, a diode
laser beam reflects into a two-segmented (segments A and B)
or split photodiode, which provides a normalized differential
signal, (A — B)/(A + B), that is proportional to the cantilever
deflection. A feedback system uses this signal to control the z-
motion of the sample in order to maintain a constant cantilever
deflection, while raster scanning the sample in the x and y
directions. Hence, any topographical feature will result in the
corresponding motion of the sample that forms the basis of
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Fig. 1 Schematic diagram of an atomic force microscope (AFM) and
scanning Joule expansion microscope (SJEM)

topographical imaging. The spring constants, g, of the cantile-
vers are typically about 0.01-0.1 N/m and the bandwidth of
the feedback control system is 0~20 kHz, although the usable
bandwidth during imaging is usually 256 or 512 Hz. The vertical
resolution, 6, of an AFM is typically about 0.5 A over this
measurement bandwidth. Thus the vertical or normal force reso-
lution, F = gé, is approximately 5 pN. Such high force resolu-
tion allows control of single-atom contact and, hence, the AFM
can image surfaces close to atomic scales.

To use the SJEM system, a sinusoidal voltage signal is ap-
plied to an electrically conducting sample. This generates sam-
ple Joule heating and, therefore, a temperature rise resulting in
thermal expansion of the sample. This deflects the AFM cantile-
ver probe in contact with the expanding sample. The frequency,
f» chosen for sample heating is kept higher than the feedback
bandwidth of the AFM system (20 kHz) so that the expansion
signal does not affect the topographical image. The heating
frequency, f, is kept less than the natural frequency of the AFM
cantilever in contact with the sample. The AFM photodiode
detects the expansion-induced deflection of the cantilever as
well as deflection due to sample topography. A lock-in ampli-
fier, tuned to the Joule heating frequency, filters the photodiode
signal and measures only the sample expansion signal. Thus,
the topographical and Joule expansion signals are contained

b = metal line thickness, m

C = capacitance, F
C, = specific heat, J/kg-K

F = force, N

f = frequency, Hz

g = spring constant, N/m

h = interface thermal conductance, W/

m%-K

H = heat flux, W/m?

J = electrical current density, A/m?

& = thermal conductivity, W/m-K

ks = Boltzmann constant, J/K
K, = modified Bessel function of zeroth

order
[ = thermal expansion, m
L = length, m
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N = number of data points

qg= recilprocal of thermal wavelength,
m

Q = quality factor of resonance

T = temperature, K

V =voltage, V

w = half-width of metal line, m

« = thermal expansion coefficient, K™'

6 = cantilever deflection, m

1 = oscillatory temperature on substrate
surface, K

¢ = oscillatory temperature in metal
wire, K

0 = integral of Bessel function K,

p = density, kg/m?*

o = electrical conductivity, 1/ — m

T = time constant, s

w = angular frequency, rad/s

¢ = nondimensional interface resis-
tance = k,,/hb

¥ = thermal vibrational noise den-
sity, m/ VHz

¢ = thermal diffusivity, m*/s

Subscripts
AFM = atomic force microscope
{ = internal
LI = lock-in amplifier
m = metal

s = substrate
rms = root-mean-square
x = external

i
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in different spectral regions and provide simultaneous images.
Instead of using a sinusoidal signal, a pulsed signal can also be
used, where the pulse repetition rate should be higher than
the feedback bandwidth. Finally, STEM below 20 kHz can be
achieved if the feedback circuit is disconnected.

2.2 Cantilever Dynamics and System Noise. Since the
cantilever probe comes into contact with the sample and re-
sponds to a modulated signal, its dynamic behavior is critical.
This study used commercially available silicon nitride (SiN,)
samples, which were 0.6 um thick and 20-40 ym wide, and
either 120 xm or 200 um long. A pyramidal tip that was 5 mm
at the base with a tip radius of 10~30 nm was fabricated at the
end of each cantilever. The two different cantilever lengths led
to different values of spring constant and natural frequency.
Figure 2 (top) shows a power spectrum of a free-standing 200-
pum-long SiN, cantilever. The peak in the spectrum at approxi-
mately 20 kHz indicates the natural frequency of the cantilever
when not in contact with the sample. When the cantilever con-
tacts the sample surface, the end of the free-standing cantilever
is pinned, which increases the spring constant. Given the natural
frequency of a free-standing cantilever, that of a pinned cantile-
ver can be calculated by beam theory. The predicted value of
the natural frequency of the in-contact cantilever is approxi-
mately 88 kHz. Figure 2 (middle) shows the spectrum of the
cantilever in contact, which shows a highly damped resonance
at around 80 kHz. The damping is suspected to be due to the
presence of a water film on the surface. The high damping may
be responsible for the shift in the natural frequency from the
predicted value.

Figure 2 (bottom) shows the spectrum of the cantilever vibra-
tion when the tip is in contact with a metal interconnect line
(described later) to which a pulsed bias is applied with 100 ns
pulses that were repeated at 36 kHz. Note the peak at 36 kHz
and the next higher harmonic at 72 kHz, both of which were
lower than the natural frequency at 80 kHz. One can use the
lock-in amplifier to tune to either of the peaks and provide the
expansion signal. It is possible to raise the frequency such that
one of the expansion peaks is tuned to cantilever resonance.
Although this amplifies the signal, it also amplifies noise and
hence may not be desirable. In addition, it was found that the
variability of the surface water layer thickness changes the reso-
nance frequency and, hence, the amplification of the signal at
a fixed frequency. Thus, changes in signal amplification near
resonance result in image artifacts. Therefore, it was more reli-
able fo create an expansion signal off resonance. It must noted
that although the bandwidth of 80 kHz is seemingly incompati-
ble with modern microprocessor speeds, the quadratic depen-
dence of Joule heating with current can be used to mix two
signals of high frequencies such that the frequency difference
between them is kept below 80 kHz. In a separate study, Varesi
et al. (1998) have demonstrated that this difference frequency
can be used for SJEM to study thermal behavior of a device
operating at 1 GHz. Although the signals in Fig. 2 (bottom) are
well above the noise floor, it is important to determine the noise
in the system in order to estimate the resolution of SJEM,

It is well known (Sarid, 1994) that the dominant noise in
AFMs arises from the thermal vibrations of the cantilever. These
have white-noise spectral characteristics, as observed in Fig. 2.
The off-resonance spectral density of thermal vibrational noise
of a cantilever can be estimated from a single-mode analysis to
be (Sarid, 1994)

4k,T
gw,0

U =

_ (1)

where kg is the Boltzmann constant, 7' is the absolute tempera-
ture, g the cantilever stiffness, w, the resonant frequency of the
cantilever, and Q is the experimentally determined quality fac-
tor. From Fig. 2, the quality factor can be estimated to be about
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Fig. 2-Vibrational spectra of a 200-um-long, 0.6-um-thick, and 40-um-
wide SiN, cantilever, (top) out of contact (free standing); (middle) in
contact with a gold interconnect; (bottom) in contact with a gold in-
terconnect under pulsed heating using 100 ns pulses repeated at 36 kHz

10 for a free-standing cantilever. For this cantilever probe, the

thermal noise density can be estimated to be 1 pm/ VHz. Hence,
the root-mean-square vibrational noise, §,, in the system can

be estimated to be
6, = WAL, (2)

The lock-in amplifier measures the signal within a user-specified
narrow bandwidth, Af, centered at the heating frequency, f.
Although a smaller A f results in lower noise, the resulting
larger time constant results in slower data acquisition and,
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Fig. 3 4 um X 4 um topographical and Joule expansion images of two 160-nm-thick gold interconnects
under a bias of 1.4V, at a bias frequency of 30 kHz and current density of 5.9 x 10" A/m?. The expansion
image was obtained using a lock-in bandwidth of 26 Hz.

hence, a slower imaging speed. For compatibility between the
lock-in bandwidth and the AFM scan rate, fapy (lines/second),
the following relation can be used:

— NfAFM

Af 21

(3)
where N is the number of data points per line. Hence, for a
scan rate of farv = 0.2 Hz with each line containing 256 points,
a bandwidth of about 8 Hz was used. For this bandwidth, the
vibrational noise, §,, can be estimated to be 2.8 pm. Note that
when the tip comes into contact, the effective spring constant
increases, which reduces the noise density even further. In addi-
tion, the quality factor reduces due to increased damping as
shown in Fig. 2.

3 Experimental Results of SJEM

3.1 Joule Expansion Images. Figure 3 shows images of
two parallel gold lines fabricated by electron beam lithography
on a SiO, substrate. The gray scale indicates relative magnitudes
with bright as high and dark as low. A voltage of 1.4 V at 30
kHz was applied to the sample, and the expansion image was
obtained with Af = 26 Hz. The lines had full-width—half-
maximum values of 630 and 430 nm, and were both 160 nm
thick. The expansion signal was about 1.6 V after a 66 dB gain.
A 1.6 V signal corresponds to approximately a 0.8 mV signal
generated in the photodiode. Using a photodiode sensitivity of
30 nm/V, the expansion measured in this case was 24 pm.
Figure 2 shows the noise floor to be approximately —100 dB
or 1 X 1075 V/YHz in the range of 6080 kHz. With a photodi-
ode sensitivity of 30 nm/V, the expansion signal due to noise
was 1.53 pm for A f = 26 Hz, which was more than an order
of magnitude smaller than the expansion signals. For expansion,
a measurement of 24 pm with an uncertainty of 1.53 pm gave
a relative uncertainty of 6.4 percent. Note that since the noise
depends only on the cantilever, whereas the expansion signal
depends on the sample and the heating conditions, the relative
uncertainty ¢an change.

Figure 3 clearly shows the sub-micrometer spatial resolution
of SJEM. Note that although the narrower line was 430 nm
wide, the sharpness of the expansion image suggests the resolu-
tion to be sub-100 nm. To confirm this, Fig. 4 shows topographi-
cal and expansion images of an indium tin oxide (ITO) resistor.
The ITO sample contains grains typically ranging from 50— 100

300 / Vol. 120, MAY 1998

nm in lateral size. It is evident from the topography image that
some grains are higher than the others. The expansion image
shows that individual grains can be resolved and that higher
grains result in larger expansion signals, as indicated in the
cross section. It is interesting to note that the expansion occurs
over the entire grain, suggesting that significant shear exists at
the grain boundaries. Although the smallest grains in this sample
are about 50 nm in lateral size, there does not seem to be a loss
of spatial resolution between the topographical and expansion
images. This observation is certainly promising and warrants
further study.

3.2 Signal Characteristics. The deflection of the cantile-
ver in response to an AC bias of the sample could be due to
several reasons. The possible sources for the signal are: (1)
sample expansion resulting from Joule heating of the sample;
(2) thermally induced cantilever bending that can result from
a bimaterial effect due to the presence of the metal coating
evaporated onto the backside of the cantilever, or residual
stresses in a pure SiN, cantilever; (3) an acoustic wave in the
gas resulting from heating of the surrounding gas; (4) piezoelec-
tric deformation of the sample; and (5) electrostatic forces be-
tween the tip and the sample.

Since the AFM cantilevers typically have a reflective metal
film on top of the SiN,, the possibility of a bimaterial effect
existed in this study. To remove this effect, the cantilevers were
stripped of all metal coatings using a solution of concentrated
hydrochloric and nitric acids. The removal of the metal film
was not entirely necessary to eliminate the bimaterial effect,
since its characteristic response time was calculated and mea-
sured to be in the range of 0.17-0.33 ms for these cantilevers
(Lai et al., 1997). This time corresponds to a frequency of about
5 kHz — an order of magnitude lower than the frequencies used
in this study. Thermally induced cantilever bending has also
been observed in pure SiN, cantilevers by Radmacher et al.
(1995). The deflections result from residual stresses that de-
velop during the cantilever fabrication process. Just as with the
bimaterial effect, these effects are much too slow to be responsi-
ble for the observed signal.

A second possible signal source is cantilever deflection re-
sulting from a thermal pressure wave rising from the sample.
This source was discounted by several tests. First, assuming a
sound propagation speed of 350 m/s, a sinusoidal heating at 50
kHz corresponds to a wavelength of 7 mm. This is much larger
than the cantilever size and, hence, will not deflect the cantile-
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Fig- 4 1 um x 1 um topographical and Joule expansion images of an indium tin oxide resistor. Note that
grains and grain boundaries that are in the range of 10-50 nm in size can be observed in both the images.

ver, due to a lack of pressure differential across the cantilever.
It was found, however, that under pulsed heating of the sample,
gas acoustics can produce cantilever deflection only if the canti-
lever was out of contact. To rule out the possibility of acoustic
effects with the cantilever in contact, the system was tested in
a vacuum of 10~ Torr. With the cantilever out of contact, the
system detected no signal, whereas in contact, a signal was
detected of the same magnitude as that in air. This clearly
indicated that the expansion signal was due to solid expansion
and not from gas acoustics. Further evidence discounting the
pressure-wave effect is the observed resolution of the SJEM.
Since the sub-50 nm resolution observed in Fig. 4 is much less
than the mean free path of gas molecules at atmospheric pres-
sure (approximately 300 nm), any pressure wave effect could
not possibly reveal this level of detail.

The arguments given above clearly suggest that the observed
signal was due to sample expansion, which may result from
piezoelectric or thermal effects. To rule out piezoelectricity, the
simplest method is to choose a non-piezoelectric sample such
as gold (see Fig. 3) or other metals. A stronger evidence to
rule out piezoelectricity is shown in Fig. 5, which plots the
expansion signal as a function of applied voltage. Since piezo-
electric expansion depends on electric field, it should vary lin-
early with voltage. The V? dependence in Fig. 5 clearly elimi-
nates piezoelectric effects.

Another source of cantilever deflections is due to electrostatic
forces between the tip and the sample, which follow the relation
“1dc .,

F= Ve, 4
2 dx )

where C is the tip—sample capacitance and V is the voltage be-
tween the tip and the sample. It is clear that the V? dependence
can be confused with the thermal expansion signal. However,
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when examined in vacuum with the cantilever stripped off metal
films, no out-of-contact cantilever deflection was detected.

A second verification that the signal was due to sample ther-
mal expansion and not to electrostatic interactions is shown in
Fig. 6. Here, the expansion signal is plotted as a function of
the width of voltage pulses applied across the sample. The linear
dependence suggests that the signal depends on the energy
within each pulse. An electrostatic signal would be independent
of the pulse width and would depend only on the pulse height.
Hence, it is quite clear that the measured signal is from thermal
expansion of the sample.

N
T
1

Expansion Signal (mV)
—

0 ] 1 ] . ] . L
0.0 0.2 0.4 0.6 038 1.0
Applied Voltage, V (Volts)

Fig. 5 Plot of expansion signal as a function of applied voltage across
gold interconnect
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Fig. 6 Plot of expansion signal as a function of the width of voltage
pulses applied across gold interconnect

The linear dependence in Fig. 6 suggests that the energy
dissipated in a single voltage pulse is stored in the metal wire
within the duration of the pulse. This implies that in the range
of pulse widths shown in Fig. 6, heat conduction to the substrate
did not occur. The internal time constant, 7;, of the wire due
to its internal thermal resistance can be estimated by the relation
T; = b%/&,, where b is the thickness or height of the wire and
&,y is its thermal diffusivity. Using the value from Table 1 and
b = 0.2 ym, 7; can be estimated to be 0.3 ns. Hence, the data
in Fig. 6 suggest that there must be higher thermal resistance
at the metal—substrate interface. The external time constant, 7.,
can be estimated from the relation

(pCplub

T A (5)
where 4 is the interface conductance. Given the fact there was
no heat loss to the substrate for 375 ns pulses, one can estimate
h < 1.3 X 10° W/m*K. It is now important to predict the role
of the substrate since it may be useful for determining the
properties of the substrate material.

4 Analysis

4.1 Model. To determine the temperature distribution in
the metal wire and the substrate, one should ideally perform a
two-dimensional analysis for both media and match the temper-
ature and heat flux at the interface. However, that requires nu-
merical solution to the heat conduction equation, which has
not been employed in this study. Instead, a simpler analysis is
proposed here. It is assumed that the temperature distribution
in the metal line is uniform in the lateral or x direction and that
the only gradients occur across the thickness or in the z direction
due to heat conduction to the substrate. Two-dimensional heat
conduction analysis is considered for the substrate where an
integral formulation is used.

Consider a metal line fabricated on a substrate as illus-
trated in Fig. 7. The heat conduction equation in the metal
line is

Table 1 Thermophysical properties of gold and glass

£C, k [W/m-K] £[10° m¥s] a[10°K"]
[10° Jm*K]
Gold 2,49 317 127 14.2
Glass 1.88 1.38 0.75 0.5
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XTO

Metal Interconnect

Substrate

b4

Fig. 7 Coordinate system of metal interconnect and substrate used for
theoretical analysis

2 2
Metal Line: or _ En or + _J
t 20(pCplm

a 822 (1 + €i2wl)

(6)

where T is the temperature, &, is the metal thermal diffusivity,
J, and o are the current density and conductivity of the metal
line, respectively, and pC, is the heat capacity per unit volume,
Note that z = b and y = 0 is the line—substrate interface,
whereas z = 0 is the top of the metal line. Since the heat source
is modulated at a frequency of 2w, one can assume the solution
to be of the form 7(z, t) = ¢(z)e'™" in the metal line. Using
¢'(0) = 0 to ensure an insulating boundary on the top surface
of the metal wire, the solution for the oscillatory component of
the temperature distribution is

2

$(z) = —2°

4iwa(pC)) (7

+ B cosh (gz)

where g = V2iw/&,, is the reciprocal of the thermal wavelength
and B is an unknown constant. The heat flux, H, to the substrate.
is given by the relation, H = —k,gB sinh (gb).

The temperature distribution, 7'(s, y, t), in a semi-infinite
medium due to an infinitely narrow periodic line source of
strength, Hdx', is given by the relation (Carslaw and Jaeger,
1959)

T(x,y, 1)
_ Hax'
Tk,

K (g V(x — x")? + (y = y)?) exp(Riwr)  (8)

where x’ and y' are the coordinates of the source, k; is the
substrate thermal conductivity, g, = v2iw/¢, is the reciprocal
of the thermal wavelength in the substrate, and K, is the modi-
fied Bessel function. Since the metal line extends from —w <
x" < waty' =0, the amplitude of the periodic component of
the temperature distribution on the top surface (y = 0) can be
obtained as ’

k,gB sinh

n(x) = — (qb)f K(q:lx — x'Ddx’  (9)
ks —w

Here, the relation for H has been used to ensure heat flux conti-
nuity at the metal—substrate interface. The temperature at the
origin (x = 0) is

__ 2By sinh (gb)
m

n(0) = (10)

where 8 is the integral of the modified Bessel function and vy
= V(kpC,)./(kpC,), . Integrals of K, were numerically com-
puted using polynomial expansions of the Bessel functions (Ab-

ramowitz and Stegun, 1972). The unknown constant, B, is de-
termined by the interface relation H = A[$(b) — 7(0)]. The

[0(gw) — 6(0)]
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temperature distribution in the metal wire is then determined to
be

J5

$2) = Tt 2Coom

w11- cosh (gz)
cosh (gb) + Ygb sinh (gb) + 2y sinh (gh)Af8/7

(11)
where ¢ = k,/hb is the nondimensional interface resistance
and A8 = O(gw) — 6(0).

Assuming that the substrate expansion is negligible, the ther-
mal expansion of the metal wire can be found by the relation

b
[ = f a,P(z)dz

a

(12)

Using Eq. (11), the expansion signal can be calculated to be

gives the magnitude of /s = N2 = 60 pm. Although within
the same order of magnitude of the measured value of 24 pm,
the predicted one is 2.5 times larger. Note that the heating
frequency of 60 kHz falls in the regime where the frequency
response follows the relation [ « 1/f'® with values lower than
that predicted from the [ o= 1/ fbehavior. Hence, it is not surpris-
ing that the measured value is lower. This also suggests that
for proper understanding of SJEM, cantilever dynamics at high
frequency must be well understood.

5 Measurement of Surface Temperature Distribu-
tion

It clear from the discussion so far that SJEM measures local
thermal expansion of an electrically heated sample. The local
expansion signal, /(r, f), at vector position, r, on the sample
surface and frequency, f, can be written as I(r, f) =
a(r)L(r)AT(r, f), where a(r) is the local thermal expansion
coefficient, L(r) is the local sample height, and AT(r, f) is

Jia,b cosh (gb) — sinh (gb)/qb + qb sinh (gb) + 2y sinh (gb)A8/n (13)
cosh (gb) + ygb sinh (gb) + 2y sinh (gh)AB/n

 4iwo(pC, )

Since b = 0.2 um and |1/q| = 18 um for the frequencies
used, |gb| =~ 0.01 such that the hyperbolic functions can be
expanded, keeping only the lowest order terms. Note, however,
that v = 10°, y = 17.4 for the gold-glass combination, and
lgsw] = 0.2, resulting in Af = 0.6. Keeping only the first-
order terms, Eq. (13) can be simplified to

_ Jia.b Y(gh)? + 2yghAO/w (14)
4iwo(pC,)a L1 + Y(gh)* + 2ygbAbiT

Since 2ygbAf/7 = 0.06, three cases arise with different rela-
tions for the expansion signal:

2. 12
Case 1. [ = Joanb A ; for
o QZiw(kpC,,),
. J 0ub
4iwo(pCp)pm

_ Jaub?

o b)Y = 1
2ok or 4(gb)

Pgb < 2yAb/7

Case 2; | ; for Y(gh): > 1

Case 3: [ (15)

Note that the frequency dependences for these three cases are
-all different.

Figure 8 plots the expansion signal of a metal line as a func-
tion of frequency. It is clear that in the low-frequency region
(below 30 kHz), the expansion signal varies as / « 1/f, which
suggests that the conditions of case 2 best represent the experi-
ments. This also confirms that the metal—substrate interface
resistance is very high. The conditions of case 2 suggest that # <
10° W/m?—K. What remains unexplained is the high-frequency
regime where Fig, 8 exhibits a [ « 1/f '* behavior. It is possible
that since the resonant frequency of a free-standing cantilever
is on the order of 20 kHz, the high-frequency behavior is gov-
erned by a coupling between sample expansion and cantilever
dynamics. This has not yet been thoroughly studied.

4.2 Comparison With Experiments. For the expansion
image shown in Fig. 3, the applied voltage was 1.4 V and total
resistance of the two parallel gold lines was 140.7 €. Assuming
the same properties for both lines, the current density was J =
5.9 X 10" A/m?®. Using o = 4.9 X 107(2 — m)~' for gold,
applied bias frequency of 30 kHz, b = 160 nm, and the material
properties from Table 1, the relation for case 2 in Eq. (15)
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the local temperature rise at frequency f. The sample tempera-
ture can be obtained only indirectly through calculations, as
discussed in section 4. But the measurements do not provide
the temperature distribution in the substrate since the expansion
of silicon dioxide is much smaller than that of gold for the same
temperature rise. For the purpose of thermometry, it is important
to develop a technique to deconvolute I(r, f) and directly obtain
AT(r, f). Such a technique is now described.

To obtain AT(r, f), nonuniformities of a(r) and L(r) must
be eliminated. This is achieved by uniformly coating the sample
with a thin layer of a polymer. The thermal expansion coeffi-
cient of polymers is typically about 10™* K ~!, which is an order
of magnitude higher than that of metals and two orders of
magnitude larger than that of most ceramics. Hence, if the poly-
mer film thickness is on the same order as the metal film thick-
ness, the expansion signal of the polymer film will dominate.
In the present experiments, polymethylmethacrylate (PMMA)
was spin coated on top of the samples containing the gold metal
lines. Figure 9 shows a typical expansion image of a 870-nm-
wide and 200-nm-thick gold wire on Si0, substrate with a 230-
nm-thick PMMA film covering the whole sample. Spin coating
ensures thickness uniformity of about 0.3 percent (Madou,
1997), which in this case is about 1 nm. The image was obtained

101

100 :

Expansion Signal [a.u.]

10-1 1 N N L 1 n PR S T |
101 102
Frequency, f [kHz]

Fig. 8 Plot of expansion signal as a function of heating frequency (twice
bias frequency) of gold interconnect. Data were obtained after turning
off the feedback circuit.
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Fig. 9 Topographical and Joule expansion images of an 870-nm-wide and 200-nm-thick gold interconnect
on an Si0, substrate covered with a 230-nm-thick uniform coating of polymethyl methacrylate (PMMA).

Voltage was applied at 20 kHz.

for an applied bias frequency of 20 kHz. The images shows the
spread of the temperature distribution as one may expect. Since
the expansion coefficient of the polymer was not precisely
known, no attempt was made to compare the experimental data
with theoretical predictions. Instead, comparison was made with
the normalized distribution as follows.

The temperature distribution can be obtained from Eq. (9)
and normalized by the value at x = 0. The normalized distribu-
tion follows the relation
n(x/w) _ Olgw(] + x/w)] + Olgw(l — x/w)] — 26[0]

]

n(0) 2{6lgw] — (0]}
for X< 1
w
_ lgw(x/w + 1)] — O[lgw(x/w — 1)]
2{0[gw] — 6[0]} ’
for =1 (16)
w

Figure 10 shows a comparison between the predictions of Eq.
(16) and the experimental data. The good agreement between
them justifies the use of polymer films for deconvolution of the
expansion signal to measure the temperature distribution of a

T T T T M 1 T T T T T T T T T T
1.0 —— Theory ]
®  With PMMA
O Without PMMA 4

Normalized Expansion
signal, I(x)/1(0)
o o o
B (=] [o-]
T

o
o

0 2 4 6 8 10 12 14 16
Normalized Axlal Location, x/w

Fig. 10 Comparison between theoretical predictions and experimental
measurements of temperature distribution of PMMA-coated gold in-
terconnect and uncoated gold interconnect

304 / Vol. 120, MAY 1998

sample directly. Also shown is the normalized experimental
data for expansion of the metal line in the absence of the poly-
mer film, such as that measured in Fig. 3. It is clear that in the
absence of the polymer film, there is large disagreement be-
tween the theoretical predictions and the measurements. The
polymer film shows a significant difference in the measured
temperature distribution and the agreement with the theoretical
predictions is promising.

6 Summary and Conclusions

This paper proposes a new technique called scanning Joule
expansion microscopy (SJEM) by which thermal expansion
of Joule-heated samples can be measured with 1 pm vertical
resolution and lateral resolution in the range of 10-50 nm. In
contrast with previous scanning thermal and near-field optical
microscopes, the SJEM technique eliminates the need to fabri-
cate specialized probes and only requires a standard atomic
force microscope for its operation.

The SJEM was used in this study to measure the thermal
expansion of sub-micrometer metal interconnect lines. The pa-
per presents a heat conduction analysis of a metal line in contact
with a semi-infinite substrate. The frequency response as well as
the response to pulsed bias suggests that there was considerable
thermal resistance at the metal—substrate interface. Although
the frequency response followed the predicted behavior in the
low-frequency range (below 30 kHz), the high-frequency be-
havior could not be explained. It is possible that cantilever
dynamics may be responsible for the discrepancy.

The local expansion signal was found to depend on the local
sample height, expansion coefficient, and temperature rise. To
measure the temperature distribution of a Joule-heated resistor
as well as its surrounding substrate directly, material and height
nonuniformities were eliminated by uniformly coating the sam-
ple with a polymer film. Since thermal expansion coefficients
of polymers are about ten times higher than those of metals,
the expansion of the polymer dominates over those of metals
and substrates for the same thickness. The measured expansion
distribution of the polymer film agreed well with the tempera-
ture distribution predicted from theoretical calculations.
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Short-Time-Scale Thermal
Mapping of Microdevices Using
a Scanning Thermoreflectance
Technique

The performance and reliability of microdevices can be strongly influenced by the
peak temperature rise and spatial temperature distribution during brief electrical
overstress (EOS ) phenomena, which can occur at sub-microsecond time scales. The
present study investigates short-time-scale laser reflectance thermometry of microde-
vices by examining the impact of passivation overlayers on the thermoreflectance
signal and by demonstrating a calibration method suitable for metallization. This
manuscript also describes a scanning laser thermometry facility that captures temper-
ature fields in microdevices with 10 ns temporal resolution and 1 um spatial resolu-
tion. The facility combines scanning laser optics with electrical stressing capability
to allow simultaneous interrogation of the thermal and electrical behavior of devices.
Data show the transient temperature distribution along the drift region of silicon-
on-insulator (SOI ) power transistors and along metal interconnects subjected to brief
electrical stresses. The theory and experimental capability developed in this study
are useful for studying short-time-scale thermal phenomena in microdevices and
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verifying models employed for their simulation.

1 Introduction

Many figures of merit of microdevices are influenced by
transient thermal phenomena. Changes in the electrical behavior
of semiconductor devices can result from self-heating, which
occurs as a by-product of normal device operations. Transient
self-heating is especially important for devices made from sili-
con-on-insulator substrates due to the large thermal resistance
of the buried silicon dioxide layer, whose impact is most pro-
nounced for rapid heating (Arnold, 1994). Semiconductor de-
vices and interconnects can fail due to the temperature rise
occurring on a time scale less than 1 us during electrostatic
discharge (ESD) (Amerasekera and Duvvury, 1995). Microde-
vices subjected to brief electrical stresses can experience large
spatial temperature variations, which can vary with the duration
of the stress and can induce highly localized failures (e.g., Ju
and Goodson, 1997; Salome et al., 1997). In many microsensors
and actuators, short-time-scale heating is required for proper
functionality of the devices (Murguia and Bernstein, 1993; Chui
et al., 1996). Thermometry techniques with high temporal and
spatial resolution are needed to study the operation and failure
of microdevices subjected to short-time-scale heating and to
verify models used in device simulations.

Electrical thermometry methods use either electrically pas-
sive or active elements in an integrated circuit to obtain spatially
averaged operating temperatures in devices. Temperature rises
in interconnect structures subjected to sub-microsecond pulses
have been obtained by measuring the temperature-dependent
electrical resistance (e.g., Maloney and Khurana, 1985; Ban-
erjee et al., 1996). Other investigators monitored temperature-
sensitive electrical parameters (TSEPs), such as the emitter-
base voltage of bipolar devices, to measure device temperatures
(e.g., Amold et al., 1994; Zweidinger et al., 1996). However,
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the spatial temperature distribution and the maximum tempera-
ture rise are often very difficult to obtain using the electrical
methods (e.g., Leung et al,, 1997). Another problem is that the
achievable temporal resolution is limited by electrical transients
in the case of TSEP-based thermometry and by electrical capaci-
tive coupling between thermometers and devices in the case of
the electrical-resistance thermometry.

Other thermometry techniques can obtain spatial temperature
distributions in microdevices. Some optical techniques, such
as liquid-crystal and fluorescence thermometry (Kolodner and
Tyson, 1982), rely on a foreign film deposited on device sur-
faces. In these techniques, the characteristic time required for
the changes in optical properties of the films restricts the achiev-
able temporal resolution. The characteristic time for cholesteric
liquid crystals is a few milliseconds (Fergason, 1968) and that
for the EuTTA film used in fluorescence thermometry is around
100 us as estimated from its fluorescence decay time ( Kolodner
and Tyson, 1983). The temporal resolution is ultimately limited
by the thermal diffusion time across passivation layers present
in many microdevices to the order of a few microseconds. Ther-
mometry techniques based on scanning atomic force micros-
copy (AFM) can map temperature distributions with potential
spatial resolution below 100 nm. This technique has been partic-
ularly successful at mapping steady-state temperature distribu-
tions in field-effect transistors and in semiconductor lasers (e.g.,
Majumdar et al., 1995). The temporal resolution of AFM-based
techniques is diminished by the time lag resulting from thermal
diffusion across passivation and into the probe tip as well as
that associated with electrical capacitive and inductive coupling.

Infrared thermography has been used for failure studies of
integrated circuit elements (e.g., Bennett and Briles, 1989;
Kondo and Hinode, 1995). This technique requires careful cali-
bration of the emissivity, which depends strongly on the surface
topography and the wavelength. The optical interferometry
technique (Martin and Wickramasinghe, 1987; Claeys et al.,,
1993) probes surface displacements due to thermal expansion
to obtain temperature fields. This technique requires accurate
knowledge of the relationship between local surface displace-
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ments and the temperature field, and is thus difficult to apply
to semiconductor devices made of composite structures of mate-
rials with very different thermal expansion coefficients. Micro-
Raman spectroscopy has been used for thermometry ( Ostermeir
et al.,, 1992). This approach is time-consuming and an applica-
tion to transient measurements has not been reported.

The thermoreflectance technique is based on the temperature
dependence of the optical reflectance (e.g., Cardona, 1969; Ro-
sei and Lynch, 1972). This technique is promising for rapid
thermal mapping of microdevices due to the temporal resolution
better than 1 ns that has already been demonstrated on fiat metal
surfaces. Also promising is the opportunity to use radiation
wavelengths for which most passivation layers are transparent.
Several researchers employed the thermoreflectance thermome-
try technique to map the steady-state temperature distributions
in semiconductor lasers (Epperlein, 1993; Mansanares et al.,
1994) and the temperature distributions in interconnects and
resistors (Claeys et al., 1993; Quintard et al., 1996). The short-
time-scale thermometry of transistors and interconnects in inte-
grated circuits subjected to brief electrical stresses, however,
has received little attention. Another problem is that the devel-
opment of calibration methods suitable for microdevices has not
been properly addressed. The importance of accurate calibration
grows with the application to integrated circuits, whose surfaces
have optical properties that are not well characterized and can
vary depending on the processing details.

In the present manuscript, we provide several results im-
portant for thermoreflectance thermometry of microdevices, in-
cluding a theoretical study of the impact of passivation layers
and a new calibration method. The passivation layers can
strongly influence thermoreflectance signals due to the interfer-
ence among multiply reflected beams, which is investigated
here using thin film optics. The calibration method developed
in this study uses electrical heating and thermometry in micro-
structures. fabricated under the same processing conditions as
the devices of interest. This work also develops a thermore-
flectance thermometry facility that combines scanning laser op-
tics with electrical stressing capability, which allows simultane-
ous investigation of thermal as well as electrical characteristics
of microdevices. The facility achieves temporal resolution near
10 ns, which is limited by the bandwidth of the electrical mea-
surement system, and spatial resolution near 1 um, which is
limited by the diffraction of a probe laser beam. The theory and
experimental facility are used to obtain and interpret data for
SOI power transistors and for interconnect structures.

2 Thermoreflectance Thermometry of Microdevices

A parameter characterizing the thermoreflectance phenome-
non is denoted by Crx, which is defined as the relative change

Nomenclature

in the reflectance per unit change in temperature. In this section
we discuss various issues related to the thermoreflectance ther-
mometry of microdevices, including the theoretical and experi-
mental determination of thermoreflectance coefficients. The the-
oretical understanding and the calibration technique developed
here are used in the design of subsequent experiments and the
interpretation of experimental results.

2.1 Thermoreflectance Coefficient and Its Calibration.
The previous thermoreflectance thermometry studies used Crg
from either theoretical predictions or existing experimental data
on bulk samples or films, whose fabrication processes did not
necessarily match those of actual samples tested. This is not
appropriate for integrated circuits, whose surface materials, in-
cluding passivation materials and various metal alloys, have
optical properties that can vary with the processing conditions
(e.g., Pliskin, 1977). Additional complications can arise for the
case of semiconductors when they are part of an electrically
active region of microdevices due to optoelectric effects. How-
ever, this issue will not be pursued further in this study, which
performs thermometry using light—metal interactions.

Most films found in integrated circuits have relatively smooth
surfaces with roughness smaller than the typical wavelength of
the probe beam used in the thermoreflectance thermometry. The
reflectance, in this case, can be expressed as a product of a
surface-dependent quantity and a material-dependent quantity
(Stagg and Charalampoulos, 1991). The thermoreflectance co-
efficient, defined in terms of the relative change in the re-
flectance, can therefore be modeled to first order as independent
of the surface roughness.

Two different calibration methods for thermoreflectance co-
efficients can be used, one using an external temperature con-
troller and the other employing microfabricated structures. In
the first method, the temperature of a sample is controlled exter-
nally while variations in its reflectance are measured (e.g., Qiu
et al., 1993). This approach has the advantage of a relatively
simple experimental setup and is employed in the calibration of
the power transistor structures studied in Section 3.2. Detailed
discussion of the method is provided in that section. This
method is difficult to apply when a sample or a film of interest
has a small surface area. Thermal expansion of a sample—heater
assembly can lead to systematic errors for an optical system
with a high numerical aperture and a shallow focal depth. This
problem can be remedied by localizing the heating, which
strongly diminishes the thermally induced deflection of the sur-
face. An example of this approach is to use a microstructure
made of a film of interest both as a heater and as a thermometer.

Ju and Goodson (1997) performed calibration studies on long
microfabricated metal lines, which are very nearly isothermal
when subjected to electrical heating pulses. The temperature

C = heat capacity per unit volume, J
mP K™
Crz = thermoreflectance coefficient,
K—I
d = thickness of a layer, m
k = thermal conductivity, W m™' K ™!
kiase = imaginary part of the complex in-
dex of refraction of base material
kr 4, = temperature derivative of the
imaginary part of index of refrac-
tion of aluminum, K™
L = overlayer thickness, m
n, = index of refraction of air
finase = complex index of refraction of
base material = Ay — iKpase
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Apuse = real part of the complex index
of refraction of base material
Nover = index of refraction of an over-
layer material
nr 4 = temperature derivative of the
real part of the index of refrac-
tion of aluminum, K™
nrsioz = temperature derivative of the
index of refraction of a silicon
dioxide overlayer, K !
R = reflectance
r, 1y, r; = reflection amplitude coeffi-
cients
t = time after pulse initiation, s

x = coordinate along interconnect
structures, m

y = coordinate along drift regions of
power transistors, m

A = wavelength in vacuum of probe
laser, m

Subscripts

base = property of base material
BO = dimension of the buried silicon-

dioxide layer in SOI power
transistors

over = property or dimension of
overlayer

s = dimension of silicon device layer

in SOI power transistors
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Fig. 1 Wavelength dependence of the thermoreflectance coefficient of
silicon with silicon-dioxide overlayers. The predictions take into account
the interference among multiply reflected beams.

derivative of the electrical resistance of the metal line was cali-
brated using a temperature-controlled wafer holder. The thermo-
reflectance coefficient was obtained by comparing the changes
in the surface reflectance with those in the electrical resistance
while subjecting the lines to electrical heating pulses. This
method is ideally suited for the thermometry of interconnects
and can also be applied to the thermometry of metallized por-
tions of microdevices and doped semiconducting regions by
microfabricating lines with the same material composition and
fabrication techniques. This calibration method is employed in
the thermal mapping of interconnect structures in the present
study.

2.2 Impact of Overlying Passivation en the Thermore-
flectance Signal. For a sample film with an overlying dielec-
tric layer, whose thickness is typically of the order of the wave-
length of a probe beam, the impact of the overlayer on the
thermoreflectance signal must be considered. Interference
among multiply reflected beams alters the optical reflectance
and also influences the thermoreflectance signal in a manner
that is sensitive to its thickness, the wavelength of a probe
beam, and the optical properties of both the overlayer and the
underlying base material. The presence of a silicon dioxide layer
has been observed to alter the surface reflectance of silicon and
its temperature dependence (e.g., Friedrich et al., 1991;
Quintard et al., 1996).

The present study uses the theory of thin-film optics (Siegel
and Howell, 1992) to predict the impact of passivation layers
and to draw conclusions about the resulting uncertainty in ther-
moreflectance thermometry of underlying opaque layers. For
normal incidence, the surface reflectance, R, is related to the
indices of refraction, Ay and nover, and the thickness of the
overlayer, L,

ri + £y exp(—ilThge LIN) |?

R = - (1)
1 + iy exp(—idmhowe LIN)
The amplitude reflection coefficients r, and r, are
) C Paie — R
r — ar over 2
' Pair + Hover ( )

ry = Rover ’Ebase (3)
Rover + Rpase
The dielectric overlayer is assumed to be transparent at the
probe beam wavelength and its absorption coefficient is ne-
glected. The thermoreflectance coefficient, Crg, is given by
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and can be calculated if the temperature dependence of the
indices of refraction of a given material is known.

Equations (1) —(3) are applied to passivated silicon samples,
whose thermoreflectance coefficients were measured by Abid
et al. (1996) for several different probe beam wavelengths.
Silicon is chosen since its optical properties are very well char-
acterized over large temperature and wavelength ranges and
hence the comparison of the prediction with the data is most
meaningful. The experimental data of Jellison and Modine
(1982a, b) and Jellison and Burke ( 1986) are used in the present
calculations. The index of refraction of silicon dioxide is as-
sumed to be constant at the value of 1.46 unless otherwise
specified. Figure 1 compares the experimental data with the
predictions for two different thicknesses of the silicon dioxide
layers. Although the thermoreflectance coefficient of silicon is
nearly constant over the wavelength range examined, large vari-
ations in Crg result from the interference effects. The predictions
agree reasonably well with the data except for the 750 nm oxide
case near the wavelength of 500 nm. The discrepancy can result
from several different sources, including the uncertainties in the
indices of refraction of silicon and silicon dioxide as well as
those in the thickness of the overlayer.

Another source of error, which has been neglected in the
previous studies, is associated with the temperature dependence
of the index of refraction of silicon dioxide. The magnitude of
the temperature derivative of the index of refraction, nzgioz, 18
comparable to 107> K~! (van der Meulen and Hien, 1974;
Guidotti and Wilman, 1992). However, this temperature depen-
dence can have a significant influence on the thermoreflectance
signal. If n. is assumed to be independent of temperature, both
the reflectance, R, and its temperature derivative are periodic
functions of the overlayer thickness L. If, in contrast, 7y oy 18
nonzero, phase differences between the oscillations of R and
dR/dT exist as illustrated in Fig. 2 for the case of a silicon-
dioxide passivated silicon sample. The variations in dR/dT are
not periodic and the thermoreflectance coefficient oscillates with
growing amplitude as L increases. The thermal expansion of
the silicon dioxide layer is not considered explicitly but, since
the thickness of the overlayer appears only as a product with
Rover» its influence is contained in ny .

The influence of the temperature dependence of n,,, on the
thermoreflectance signal has an additional implication for the
transient thermometry of passivated microdevices. When the
thermal diffusion time across the passivation overlayer is larger

REFLECTANCE, R
() 1prup

A =633 nm

Si0,: n=146- 1.7X10° AT

0 0.5 1

THICKNESS OF Si0, OVERLAYER (i:m)

Fig. 2 The reflectance and its temperature derivative as functions of
the thickness of an overlying silicon-dioxide layer for the case of silicon
base material. The temperature derivative of the index of refraction of
silicon dioxide, nrgio2, is taken from previous research.
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Fig. 3 Time evolution of thermoreflectance signals of a silicon sample
covered with a 1-um-thick silicon-dioxide layer, which results from the
time variation of temperature fields within the overlayer. The temperature
of the silicon sample undergoes a step change at time t = 0 and remains
constant thereafter.

than or comparable to the measurement time scale, the variation
of the thermoreflectance signal resulting from the temperature
distribution within the overlayer must be taken into account.
To illustrate this point, the time evolution of a thermoreflectance
signal is calculated for a silicon sample that experiences a step
change in temperature. The silicon sample is covered with a
silicon dioxide layer of thickness 1 um, which is modeled opti-
cally as consisting of parallel sublayers of uniform thickness.
For the optical analysis, each sublayer is assumed to be isother-
mal and its temperature is obtained by solving the transient one-
dimensional heat conduction equation. An adiabatic boundary
condition is applied to the outer surface of the oxide layer. The
temperature of the silicon sample is increased by a step function
at time ¢ = 0.

The reflectance of a stratified multilayer can be calculated
using the transmission matrix method (Knittl, 1976). Figure 3
shows the calculated results of the relative change in the surface
reflectance as a function of time for two different values of
nrsior taken from the previously cited references. The thermore-
flectance signal tends toward the values corresponding to the
case where the entire overlayer is at the substrate temperature.
The difference between the two steady-state values is large for
the particular case shown here and depends on L and nr oy as
well as the optical properties of the base material. The error
resulting from this time-varying thermoreflectance signal would
be less severe since the assumed step change in the substrate
temperature tends to exaggerate its impact. When the thermore-
flectance coefficient is very sensitive to Ry .. and the time scale
of interest is less than the thermal diffusion time across an
overlayer, however, much care is required to interpret the ther-

moreflectance signal properly. Careful selection of the probe -

beam wavelength can help overcome difficulties related to the
high sensitivity of thermoreflectance signals to the overlayer
(e.g., Epperlein, 1993; Abid et al., 1996).

Similar calculations can be performed for a metal base mate-
rial. Aluminum is chosen as a base material here and is used
for the transistor structures studied in Section 3.2. The wave-
length of the probe beam is chosen to be 825 nm, at which the
previously measured thermoreflectance coefficient is maximum
within the visible and near-infrared wavelength range (Decker
and Hodgkin, 1981). The present calculation uses a complex
refractive index of the form (Smith et al., 1985)

hase = (2.75 + nTAlAT) - 1(8.3] + kT,A[AT). (5)
The two parameters, nr and kr.,, are not available in the
literature to the best of our knowledge and cannot be determined
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Fig. 4 Impact of uncertainties in the temperature dependence of the

index of refraction of aluminum on the thermoreflectance coefficient
of an aluminum layer with a 1-xm-thick silicon-dioxide overlayer. The
calibration result, shown as a horizontal line, is a guide for comparison
with the calculations. The vertical bar represents the experimental uncer-
tainty limit and its horizontal location is immaterial.

uniquely from the index of refraction and the thermoreflectance
coefficient of bare aluminum at a single temperature (e.g.,
Miklés and Lorincz, 1988). A parametric study is performed,
where Crz of a passivated aluminum film is calculated as a
function of ny 4 and is shown in Fig. 4. For each value of ny 4,
the corresponding value of &y, is first obtained by requiring
the resulting Cry in the absence of an overlayer to be the experi-
mentally measured value. The thickness of the silicon-dioxide
layer is fixed at 1 pm in the calculations, which is the thickness
used in the later experiments. The results indicate that the ther-
moreflectance coefficient is much less sensitive to g, than
is the case for passivated silicon samples. The calibration result
of the present study is also shown in Fig. 4 for comparison.
Further discussion on the thermoreflectance coefficient of a
passivated aluminum layer and its calibration are provided in
Section 3.2 in connection with the thermometry of transistor
structures.

3 Measurement Examples

This section describes the experimental apparatus developed
in this study for high temporal and spatial resolution thermome-
try of microdevices and presents calibration results and data for
SOI power transistors and metal interconnect structures.

3.1 Experimental Apparatus. The present study devel-
ops the experimental facility shown in Fig. 5, which integrates
scanning laser diagnostics and electrical probing and thus allows

V4 BEAM
SCANNING PLATE SPLITTER

MIRROR PAIR
N |
. JK P LASER

PHOTO
DETECTOR

OSCILLOSCOPE

OPTICAL
MICROSCOPE

SAMPLE

MICROPOSITIONER

l PULSE/WAVEFORM

PROBE STATION GENERATOR

Fig.5 Schematic of the scanning laser-reflectance thermometry facility
developed in the present study. A probe laser beam is focused down to
the diffraction limit by an optical microscope and scanned over a sample
surface using a pair of scanning mirrors.
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Fig. 6 Cross section of the silicon-on-insulator (SOI) high-voltage tran-
sistor structure studied in the present work. A thin aluminum layer of
thickness 25 nm is deposited between silicon-dioxide passivation layers
for measurement purposes. Temperature distributions along the drift
region are measured using the facility shown in Fig. 5.

simultaneous investigation of thermal and electrical behavior
of microdevices. A laser diode system with a single-element
glass aspheric focusing lens and astigmatic correction optics is
used. The output beam from the diode laser system has a
Gaussian intensity profile with the beam divergence angle of
0.14 mrad. Radiation from the laser diode system is coupled
into an optical microscope and focused to a diameter near the
wavelength using microscope objective lenses with numerical
aperture as high as 0.9. The wavelength of the laser diode used
in the present study is 825 nm. The probe laser focus is scanned
over the wafer surface using a pair of galvanometrically actuated
mirrors that rotate about orthogonal axes while the semiconduc-
tor device and the electrical probes remain stationary. This fea-
ture allows the use of standard microprobes, facilitating wafer-
level device characterization. A polarization cube and a quarter-
wave plate separate the incident and reflected probe beam paths.
Laser power fluctuations are subtracted using a reference beam
drawn by a beam splitter. The radiation powers are captured
using photodiodes with 500 MHz bandwidth and a digital oscil-
loscope with 1 GHz sampling frequency. The temporal resolu-
tion achievable in this setup is near 10 ns and the spatial resolu-
tion is limited by the diffraction of a probe beam to the order
of its wavelength. The current setup allows the direct observa-
tion of sample surfaces during the measurements either through
an eyepiece or a CCD camera. Using a calibration structure,
the size and location of the focused beam spot can be measured
and monitored during the scan process.

3.2 Thermometry of SOI High-Voltage Transistors.
The thermoreflectance thermometry technique is applied to sili-
con-on-insulator (SOI) power transistors, which are designed
to block high-voltages in power circuitry (Ju et al., 1997). A
schematic of the transistor structure used in the experiments is
shown in Fig. 6. To assist with the thermometry, an aluminum
layer is sputtered within the surface oxide. The thickness of
the aluminum layer is 25 nm, which is larger than the optical
penetration depth of 8 nm at the probe beam wavelength. It
therefore strongly reduces interaction between the radiation and
the transistor and precisely defines the vertical location at which
temperature is measured. The length of the drift region, over
which the aluminum layer is deposited, is 40 ym.

The numerical aperture of the microscope objective lens used
for the measurements is 0.5. The probe beam power is less than
1 mW. The temperature rise due to laser heating is estimated
to be small since the conduction cooling through the substrate,
which is augmented by the lateral spreading of heat in the metal
film, is substantial. For values on the absorbed laser power as
high as 0.1 mW, the estimated laser-induced temperature rise
in the 25-nm-thick aluminum layer is less than 10 K. Since the
present technique measures changes in temperature rather than
its absolute magnitude, the steady-state temperature field does
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not directly influence the measurements. When the laser-in-
duced heating is significant, however, it can alter device charac-
teristics and thereby indirectly affect the results. The impact of
laser heating on the measurements is examined experimentally
by varying the incident probe beam power and also the focused
beam spot size. There are no observable variations either in the
measured temperature rises or in the electrical characteristics
of the devices.

The calibration for the transistor structures is performed using
the transistor structures themselves. The silicon wafer con-
taining the transistors is fixed to a temperature-controllable hot-
chuck, which is made of copper, by means of air suction. The
changes in the surface reflectance are monitored while inducing
periodic variations in the wafer temperature. The area of the
transistor region, over which the aluminum layer is deposited,
is large enough to allow the use of an optical system with a large
depth of focus. This avoids error resulting from the thermal
expansion of the calibration system. To verify the calibration,
a control wafer is prepared using micro-fabrication processes
identical to those for the transistor structures, but with the alumi-
num layer over the entire wafer. By removing the need for
focusing optics, the impact of the thermal expansion of the
calibration system can be eliminated. The two calibration results
agree well within the uncertainty limit.

The area of a focused Gaussian beam varies as the beam
travels through a medium in a manner that depends on the
wavelength and the waist size of the beam. The spatial regions
occupied by the multiply reflected beams do not exactly coin-
cide with each other, which can influence interference among
them and ultimately the thermoreflectance coefficient. The im-
pact of the beam area variation, however, is not expected to be
significant for the present measurements, where the reflected
beam is collected through the lens used to focus the beam. Most
of the collected light come from those portions of the multiply
reflected beams that spatially overlap the beam waist. The small
reflectance at the interface between the oxide layer and the
ambient air, together with the fact that the Rayleigh range is
over 5 um for the present case, further reduces the impact. The
insignificance of the beam area variation is verified experimen-
tally using a transistor structure similar to the one shown in
Fig. 6. The electrical resistivity and hence the local heat genera-
tion rate are made to be uniform along the drift region for this
structure, which results in a temperature field that is uniform
over a large portion of the drift region. Temperature measure-
ments are performed using microscope objective lenses with
numerical apertures of 0.1, 0.2, and 0.5, while subjecting the
device to identical electrical stressing conditions. The results
for the three lenses with very different beam waist sizes vary
by less than 5 percent.

In Section 2.2, it is noted that the thermoreflectance coeffi-
cient can vary with time due to the temperature dependence
of the index of refraction of the dielectric passivation layer.
Parametric study performed on the aluminum layer indicates
that for a reasonable range of values of the parameters involved,
the resulting error is not significant. For times greater than the
thermal diffusion time across the overlying oxide layer, which
is near 1 us in this case, the temperature variation within the
passivation overlayer and its influence on the thermoreflectance
signal can be neglected.

During the thermometry, periodic voltage pulses of duration
near 30 us and magnitude near 30 V are applied to the drain.
The duration of the pulse is chosen such that the influence of
the buried oxide layer on the temperature rise can be examined
over a large duration. The duty cycle of the periodic pulses is -
less than 0.01 to ensure complete cooling of the devices between
successive heating pulses. The gate of the transistor is positively
biased at 12 V and the source is grounded. At each scan point,
the periodic temperature rise is acquired as a function of time
after pulse initiation. Once these data are obtained for the entire
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Fig. 7 Temperature distributions along the drift region of the transistors
subjected to current pulses of duration 30 us. The reduced temperature
rise is the temperature rise per unit power dissipated in the device, Spa-
tial variations in the impurity concentration lead to nonuniform tempera-
ture distributions.

sample surface, the spatial temperature-rise map can be ex-
tracted at any time.

A major source of noise in the current setup is the diode laser,
which is sensitive to the back reflection and the environmental
conditions. The photo-detector and signal amplifier contribute
additional noise. The temperature resolution of 0.1 K is
achieved by averaging signals 256 times. The relative uncer-
tainty in the absolute value of the measured temperature rise is
dominated by that in the calibration coefficient, Crz, which is
estimated to be 10 percent. Being independent of the calibration
coefficient, the uncertainty in the ratio of temperature rises at
different locations or at different times is much smaller, esti-
mated to be 5 percent.

Practical limitations on the actval temporal and spatial resolu-
tion are imposed by the measurement structure due to the heat
conduction within the aluminum and the passivation layers.
Spatial resolution limit of 1 um, which is not more restrictive
than that due to the diffraction of the incident probe laser beam,
and temporal resolution of 0.5 us are estimated (Ju et al., 1997).
These practical limitations on the resolution can be removed
for the thermometry of interconnects and metallized regions of
microdevices, which do not require any structure modifications.

Figure 7 shows the temperature distribution measured along
the drift region of the SOI transistor for varying times after the
initiation of the heating pulse. Since the thermal diffusion time
normal to the buried silicon dioxide is comparable to 5 us, the
data actually describe transient heat diffusion within the silicon
dioxide surrounding the active region. The temperature rise in-
creases with decreasing coordinate y due to the spatial variation
of the phosphorous impurity concentration, which is used to
improve voltage-blocking capability (Leung et al., 1997). Since
the current density does not vary significantly within the drift
region, the rate of heat generation is proportional to the local
electrical resistivity, which decreases with increasing impurity
concentration. Figure 7 includes the predictions based on nu-
merical solutions to the transient, two-dimensional heat equa-
tion in the drift region and surrounding silicon dioxide. The
simulation uses bulk resistivity data for phosphorus-doped sili-
con with concentration distribution that is consistent with the
fabrication process. The thermal conductivity and heat capacity
used for the calculations are 100 W m™ K™' and 1.66 X 109
T m3 K™! for silicon and 1.4 W m™' K™} and 1.65 X 10° ]
m™ K™ for silicon dioxide, respectively (Goodson et al.,
1996). The thermal conductivity of the silicon device layers
used, which is lower than the bulk value, takes into account the
reduction in the thermal conductivity due to phonon-boundary
scattering. The simulation assumes that the top boundary condi-
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tion for the passivation is adiabatic, and the bottom boundary
condition for the buried silicon dioxide is isothermal. These
assumptions are justified by the extremely low convection and
radiation heat losses to the ambient air and by the short time
scale of the heating pulse, respectively. The shape and time
dependence of the calculated temperature rise agree well with
the data.

3.3 Interconnect Thermometry. The interconnect struc-
tures examined in this study are shown in Fig. 8. The metal
lines are 4 um wide and 0.5 pm thick and are deposited on the
composite passivation layers consisting of silicon-dioxide and
polymer layers. The interconnects are made of Al-Cu-Ti alloy
with the electrical resistivity of 3.37 X 10~® 2 m. The thermore-
flectance coefficient of 5.5 x 107" K™™' is obtained using a
nearby 2000-um-long metal line both as a heater and an electri-
cal resistance thermometer according to the method described
in Section 2.4. The uncertainty in the absolute magnitude of
temperature rises is again dominated by that in the calibration
coefficient, which is estimated to be 10 percent. The numerical
aperture of the lens is 0.9 and the incident probe beam power
is less than 1 mW. The influence of the laser-induced heating
is examined by varying the laser power and is found not to be
significant. Due to the increased detector noise at short time
scales and the small thermoreflectance coefficient, achieving
resolution better than 1 K requires averaging of signals by more
than 1024 times. This number could be reduced by employing
a more stable laser, such as a gas laser, as a light source, by
prefiltering high frequency noise components, and by per-
forming post-processing of data,

Figure 9 compares the normalized shapes of the spatial tem-
perature distributions along interconnects subjected to electrical
heating pulses of duration 200 ns and 2 us. The temperature
distributions become more rounded with increasing time after
the pulse initiation. This is because the interconnect ends are
anchored near the initial temperature due to their proximity to
the metal regions with larger width. At a given time ¢, the
influence of the lower temperature end conditions propagates
inward over a distance comparable to the heat diffusion length
in metal. For the largest value of ¢, the data are relatively
independent of x only within a small portion of the interior of
the line. Shown also are the predicted spatial temperature pro-
files, which are obtained from a numerical heat conduction anal-
ysis in the metal. The cross-sectional temperature distribution
of the metal at each location along the interconnect is assumed
to be uniform and all the boundaries are assumed to be adiabatic.
The influence of the underlying passivation layer on the length-
wise temperature profile is neglected, since its thermal conduc-
tivity is two orders of magnitude smaller than that of the metal.

For the pulse of duration 200 ns, the temperature rise at the
middle portion of the interconnect can be simulated by solving

R

0.5 um

0.3 um

POLYMER 1 um

SILICON SUBSTRATE

TOP VIEW

CROSS SECTION

Fig. 8 Schematic of interconnect structures studied here. The intercon-
nects are made of Al/Cu alloy and are separated from the silicon sub-
strate by an underlying passivation layer. Electrical connections are
made through two large area contact pads.
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Fig. 9 Normalized temperature profiles along the interconnect struc-
tures subjected to brief electrical pulses of duration 200 ns and 2.5 us.
Solid lines are the predictions from the heat conduction analysis within
the metals.

the transient two-dimensional heat conduction equation. Figure
10 plots the experimentally measured temperature rise and the
predictions, which show good agreement up to the time after
pulse initiation of 150 ns. The thermal boundary resistance re-
sulting from the poor interface quality between the silicon diox-
ide and the polymer layer (Ju and Goodson, 1997) is believed
to enhance temperature rises at later times. Numerical values
of the thermal properties used for the simulations are shown in
the figure. The time derivative of the temperature rise is small
for short times after the pulse initiation due to the pulse rise
time of 50 ns.

4 Summary and Conclusions

The performance and reliability of microdevices subjected to
brief electrical stresses are strongly influenced by the presence
of localized hot spots and regions with high temperature gradi-
ents, whose locations can vary with the time scales of electrical
stresses. Concurrent electrical and thermal design are necessary
to assure the optimal performance and reliability of these de-
vices. Transient thermal mapping techniques can aid the design
process by locating problematic regions and by providing quan-
titative information on temperature fields in microdevices.

The present work studies a scanning thermoreflectance tech-
nique, which is promising for transient thermal mapping of

150 = I -
1 C | K | |— EXPERIMENT
S0, [147| 1 | |- ANALYSIS
100 HPOLYMER| 1.65 | 0.2 -~
METAL | 2.44 ]

(4]
(=]
]

Cin(MJ m?K")
kinw m” K -]

1 | I i -

100 150 200
TIME (ns)

TEMPERATURE RISE, AT (K)

Fig. 10 Comparison of the experimentally measured time evolution of
the temperature rise in the interconnect and the predictions based on
the transient heat conduction equation
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microdevices. The impact of passivation layers on the thermore-
flectance coefficient is examined and a calibration technique
suitable for integrated circuit elements is developed. This work
shows that the proper interpretation of the thermoreflectance
signal is necessary for the transient thermometry of passivated
microdevices. A thermoreflectance thermometry facility com-
bining scanning laser optics with electrical stressing capability
is built and spatial resolution of 1 ym and temporal resolution
near 10 ns are demonstrated.
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A Data Reduction Procedure for
Transient Heat Transfer
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Measurements in Long Internal
Cooling Channels

The effect of streamwise fluid temperature variation on the local heat transfer coeffi-
cient measurements in transient heat transfer tests in long channels is addressed.

Previous methods are shown to result in considerable errors. A simplified model is
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proposed to characterize the local fluid temperature, which drives the heat transfer.
With it, analytical solutions for the local wall temperature history are derived, which

involve two unknowns, the local heat transfer coefficient and a lumped upstream heat
transfer parameter. Using these solutions in the data reduction, these two parameters
are determined from surface temperature measurements. Numerical experiments that
simulate the physical experiment show the applicability and robusmess of the pro-
posed method. The method is finally demonstrated experimentally by investigating
heat transfer in a smooth, square duct.

Introduction

The transient technique using Thermochromic Liquid Crys-
tals (TLC), melting point coatings, or surface thermocouples
is a well-established method for heat transfer measurements in
internal cooling ducts of gas turbine blades (Clifford et al.,
1983; Ireland and Jones, 1985; Metzger and Larson, 1986). For
high heat transfer efficiency (i.e., large St L/d), these channels
are often formed into multipass serpentine passages and are
equipped with turbulence promoters (Clifford, 1985; Saabas et
al.,, 1987). A further increase in heat transfer may be caused
by rotation of the gas turbine rotor channels (Wagner et al,,
1991; Blair et al., 1991).

Most design systems use heat transfer coefficients defined in
terms of the wall temperature and the local fluid bulk tempera-
ture computed from a one-dimensional energy balance. In tran-
sient tests, however, the fluid temperature driving the heat trans-
fer is a function of streamwise position and time and is usually
unknown. Therefore, models are used to describe the local fluid
bulk temperature. In some experiments, the entrance and exit
fluid temperatures are measured and the local fluid temperature
is determined by linear interpolation (Blair et al., 1991; Besser-
man and Tanrikut, 1992). Also, a series of thermocouples along
the flowpath measuring the local time—temperature history of
the flow is utilized and assuming some ratio between the mea-
sured temperature and the bulk temperature the latter is com-
puted. One of the most frequently used methods applies an
energy balance (Metzger and Larson, 1986; Baughn and Yan,
1992; Wang et al.,, 1994), which assumes isothermal walls.
In this method, a preliminary evaluation of the heat transfer
coefficient is made from the TLC temperatures and the inlet
temperatare employing a one-dimensional solution for heat con-
duction in a semi-infinite medium with a convective boundary
condition:

Tw — T <h2Et) (hE t>
— =1 — exp| — ] erfc . 1
- T, p X ‘/; H

where hy is the heat transfer coefficient based on the inlet tem-

®W=
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perature. With this information and a steady-state energy bal-
ance, Metzger and Larson (1986) evaluated the heat transfer
coefficient based on the local bulk temperature assuming iso-
thermal walls:

h(x) "hE(x)/(l -— Z hg, F )

where the subscript i denotes measuring locations in the stream-
wise direction and hy, is the averaged heat transfer coefficient

over the respective area F;.

This method is straightforward and easy to implement in a
data reduction procedure. However, the application of this
method requires heat transfer information on all heat transfering
walls. Otherwise further assumptions are necessary. Further-
more, this method may lead to erronous results for channels
with high St (L/d). This may in particular be problematic in
some tests, where a long entrance length is needed to achieve
well-defined fluid boundary conditions (Wang et al., 1998).

In a transient experiment with large St (L/d), the local fluid
time—temperature history varies considerably from that mea-
sured at the channel entrance, such that the heat transfer coeffi-
cient based on inlet temperature becomes a strong function of
time. This problem is illustrated in Fig. 1, using a transient
temperature data set for a one-dimensional channel flow that
was numerically generated prescribing heat transfer coefficients
(details given later in the paper). In the figure, the ratio of
the heat transfer coefficients re-evaluated using the method of
Metzger and Larson (1986) to the prescribed ones is shown.
Large deviations from the exact result (ratio = 1) occur at
different streamwise positions depending on the chosen wall
indication temperature. These deviations grow in the streamwise
direction, leading to increasingly overpredicted 4 values. An
investigation of this effect with laminar boundary layers on a
flat plate was recently presented by Butler and Baughn (1996).

An alternative model, which may be seen as a transient exten-
sion of the Metzger and Larson technique, is presented. Using
multiple wall temperature indications (i.e., local information
only) the local heat transfer coefficient can be determined. The
paper has the following structure. After presenting the basic
concept, the detailed derivation of the modeling leads to a solu-
tion for the local wall temperature history, which allows one

(2)
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Fig. 1 ‘Ratio of re-evaluated and prescribed heat transfer coefficient
based on inlet temperature and on bulk temperature using the method
of Metzger and Larson (1986)

to determine the local heat transfer coefficient using two wall
temperature indications only. Then the robustness of this proce-
dure is demonstrated using ideal reference data provided from
a numerical experiment, Finally, the results of an investigation
of heat transfer in a smooth, square duct underline the method’s
experimental applicability.

Conceptual Model

The experimental techniques addressed here rely on the fol-
lowing assumptions. All property values are independent of
temperature (and thus time). The time-independent flow field
is assumed to be established instantaneously at time zero. Under
these assumptions the local heat transfer coefficient 4 depends
on the flow field only and is therefore a constant with time.
Beyond these prerequisites the experiment shall be conducted
such that the local fluid temperature is a monotonic function of
time. This is the case for transient experiments in long channels
with a constant inlet temperature as considered here. With these
conditions the locally measured wall temperature history
uniquely (though not proven here) reflects the fluid temperature,
which drives the local heat transfer. For instance, given the
classical step change in the a priori unknown fluid temperature,
two indications of wall temperature suffice to determine both
the local heat transfer coefficient and the constant driving fluid
temperature, as demonstrated by Vedula and Metzger (1991).
All other choices for the driving temperature will lead to a time-
dependent /, violating the basic assumptions. These observa-
tions are the basis for the method proposed in this paper.

In general, an arbitrarily varying local fluid temperature his-
tory and the local heat transfer coefficient cannot be determined
directly, because the problem is ill-posed. However, if the fluid
temperature history can be modeled accurately enough with a

e

Te—— @ 9 Ty(xh)

T(E
hE 1o

X

Tw (&) x
Tplx)

Fig. 2 Description of simplified model

n-parametric function of time, » + 1 wall temperature measure-
ments are sufficient to obtain both, as evident in the example
n = 1, i.e., the step change. The current approach minimizes
the number of necessary parameters for a class of problems, e.g.,
turbulent flow and heat transfer in long channels. By introducing
simplified modeling of the heat exchange between the fluid
and the wall occurring upstream of a position considered, an
approximation for the local driving fluid temperature history is
derived.

The first step in the modeling approach is the description of
the heat loss of the fluid to the upstream channel walls linking
the fluid temperature at the considered location to the channel
entrance temperature, This is achieved by representing the up-
stream wall heat transfer using a single, time-dependent surface
temperature, the channel entrance temperature, and an upstream
heat transfer parameter. Here the surface temperature history is
assumed to follow the transient of the semi-infinite wall solu-
tion. Then the local fluid temperature is obtained at every instant
by integrating a simplified energy equation for an isothermal
surface, which is at the current upstream surface temperature.
Like this the local fluid temperature becomes a function of the
channel entrance temperature and the upstream heat transfer
parameter.

Given this approximation of the local fluid temperature, the
local wall temperature history solution is obtained, which is
finally used for data reduction.

In the following sections the detailed derivation of this con-
ceptual model is presented.

Fluid Temperature Model

To determine the time variation of the fluid temperature at a
given position x, the following simplified one-dimensional
model is proposed. The fluid enters the channel with the average
velocity w and a constant temperature Ty, The initial tempera-
ture of the wall is T (Fig. 2). The heat lost by the fluid to the
walls from the channel entrance to the position x where the
local heat transfer coefficient shall be determined is for constant
perimeter U given by:

Q(x, 1) = Uf R(ENTHE, 1) — Tw(§, 1))dE (3)
0
This upstream heat loss is approximated by a single heat

transfer parameter a(x) and a single time-dependent surface
temperature T,(x, t), both of which are characteristic for the

Nomenclature
¢, = specific heat Re = Reynolds number
d = diameter St = Stanton number
F = area = time

h = heat transfer coefficient
k = \pc, material constant
L = length w

T = temperature
U = perimeter
velocity

¢ = density
® = dimensionless temperature
Subscripts

b =bulk
¢l = centerline
E = inlet or entrance

# = mass flow x = streamwise position
Nu = Nusselt number y = vertical coordinate f = fluid
Pr = Prandtl number o = heat transfer parameter p = surface
QO = heat loss ¢ = streamwise coordinate s = solid
g, = heat flow per unit length A = thermal conductivity W = wall
: 0 = initial
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measurement location x. With this approximation Eq. (3) sim-
plifies to:

Qx, 1) = a(x)UJ:) (T, 1) = Tp(x, 1))d€. (4)

A similar approach was published very recently by Chyu et
al. (1997) and shown there to work for a complex flow and
heat transfer problem.

1t should be noted that neither is @(x) the spatially averaged
upstream heat transfer coefficient nor is 7,(x, ¢) the spatially
averaged upstream wall temperature. If we compare Eqs. (3)
and (4), these parameters are defined by:

f h(E)THE, 1)dE

a(x) = (5)
mem
and
fmm@wf
T, (x,1) == . (6)

a(x)x

Only for the special case of constant heat transfer coefficient &
will these parameters be equal to the spatially average upstream
values. The upstream heat transfer parameter o(x) is taken to
be independent of time, which is valid if the fluid temperature
distribution (¢, t) can be separated by T7(€, t) = T5 (€)1 (1),
which is usually the case.

With this concept a simplified energy equation for the fluid
is given by:

%i@%w%mmmwm» 7
Using the following transformation (Schumann, 1929):
T=1— £ (8)
w
we obtain:
or,

9T _ aU £)_ £
o afer ) e+ ))- 0

Since the term &/w is usually small (in the order of 0.025 s)
compared to the measurement time (on the order of 40 s) in
the present applications, we neglect the difference in the time
scales 7 and ¢. For a discussion of the effect of the different
time domains the reader is referred to Sucec (1981). Thus a
quasi-steady energy balance results taking into account the time
history of the single upstream surface temperature:

T; (6t T, (x+4 x,1)
AX

I !
{ i T
| | |
| I | F
1 Te I |
T I
[ | I
| m, ¢p | |
I I . h(x) I

4 (24 g A
I— U

Fig. 3 Schematic for numerical model
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oT, al
L= — (T,(x, 1) — TH&, 1)). (10)
9  mc,
It has the boundary condition:
T,(£=0,1)=T,. (11)

Integrating Eq. (10) up to a location x formaily gives the
fluid temperature for an isothermal (yet time-dependent) wall
at 7, with a constant (lumped) heat transfer coefficient o at
every instant in time.

T, is assumed to follow the semi-infinite wall temperature
response to a step change of the inlet temperature T given an
average heat transfer coefficient k.

p— _2 7
L-To_ exp(hE—t> erfec (hE %> (12)
Ty — To k vk
This average heat transfer coefficient is defined as:
—_ 1M~
by = *f hs(§)dE. (13)
x Jo

For an isothermal surface at temperature 7,(x, ¢} and a con-
stant a(x) as implied by Eq. (10), the following relationship
exists between #z(£) and o

hE=a-exp<—°f—U§) (14)
HC,
Substituting Eq. (14) into Eq. (13) we obtain:
< e )
I —expl ——x
. e,
E
— = =A. 15
7 (15)
—x
mc

14

Integrating Eq. (10) from O to x by taking into account Eqgs.
(12) and (11) yields the fluid temperature at the position x
(using A as defined in Eq. (15) for brevity):

—Tf—T°=1— 1 —exp —ﬂx )
TE'—T() me

. X exp(o% A2> erfc (O‘Tf A> (16)

Equation (16) describes the local fluid temperature as a func-
tion of the entrance temperature, the initial temperature, and the
upstream heat transfer parameter for a given geometry and flow
rate.

Solutions for Wall Temperature History

Equation ( 16) for the fluid temperature is used as a boundary
condition for the wall temperature at the location of interest.
The local heat transfer coefficient at this location is 4. The local
wall temperature history will be obtained by solving the heat
conduction equation:

oT, 9°T,
sCps . = )\s 0 < < 17
OsCps 5, By? y (17)
with the initial condition:
I(y,t=0)=T, (18)
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x-position In m

O 0.1 {approx. solution}
Q0.3 {approx. solution}
O 0.5 (approx. solution}
— 0.1 {analytical solution)
— 0.3 {analytical sclution)
— 0.5 (analytical solution)
4 0.1 (numerical solution)
4 0.3 (numerical solution)
A 0.5 {numerical sclution)

(TE-TOM(TETO)
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tins

Fig. 4 Comparison of approximative solution with analytical and numer-
ical solutions (uniform heat transfer coefficient distribution)

and the boundary condition:

=0,1) =T, — T(y =0, 1)

= (T, - T) (19)

with 7, from Eq. (16).
Using Laplace Transforms, we obtain for the wall tempera-
ture in the general case of a* A + h:

=2 01— exp(h—zt> erfc (—}—l—‘[f>
Te — To k Vk

)iy

In the special case a* A = h the solution is given by:

Tw — To h2t It hUx
Oy =10 _ 1 _ f ) R
w 1 exp<k>ec(\/E e,

(el ()

These equations involve the two unknowns 4 and &, which have
to be determined from the local wall temperature indications.

Numerical Investigation

A numerical simulation of a transient test in a long channel
was set up to provide ‘‘perfect’’ datasets of wall and fluid
temperature for prescribed distributions of heat transfer coeffi-
cients. Taking wall temperature indications from this data set,
the data reduction procedure can be qualified and the sensitivity
of the method to imposed perturbations becomes measurable.
The data were generated by integrating the one-dimensional
thermal energy equation for an incompressible, constant-prop-
_erty fluid as a function of space and time with convective heat
transfer to a semi-infinite solid (Fig. 3):

oT, 0T
gc,,Fth+m,,a——qw—O

where g, is the heat flow per unit length (Grigull and Sandner,
1990):

(22)
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Fig. 5 Comparison of approximative solution with numerical solution
(random heat transfer coefficient distribution)

! 2 _
i = hU fo {_exp(w>

)

To check the model of the fluid temperature given by Eq.
(16), the following data set is chosen. The one-dimensional
numerical representation of a 500-mm-long square channel with
a hydraulic diameter of 20 mm and an initial temperature of
293 K was computed. A mass flow rate of 0.01 kg/s of air enters
the channel with a temperature of 353 K. The wall material is
assumed to be perspex (plexiglass) (\/_ 569 (W/m?* K)
Vs ). This data set is similar to the test conditions of Wagner et
al. (1991), Blair et al. (1991), and Besserman and Tanrikut
(1992). Two different heat transfer distributions were pre-
scribed. For the case of a uniform heat transfer coefficient, a
value of 250 W/m? K is used, which is about 2.5 times the
fully developed pipe flow value, leading to 4 St (L/d) of about
1. A second set of heat transfer coefficients is randomly gener-
ated with values between 100 W/m? K and 400 W/m? K.

Figure 4 shows the time history results for the fluid tempera-
ture with uniform heat transfer coefficients at various stream-
wise positions as given by the above numerical solution and an
analytical solution for this case (derived in the appendix). These
solutions are compared with the model as given in Eq. (16).
For the case of the variable heat transfer distribution, the model
and the numerical solutions are shown in Fig. 5. In both cases
the agreement is excellent for all streamwise positions, which
justifies the assumptions made in the derivation of the fluid
temperature model.

X erfc < dr (23)

residuum (Eq.(24))

275~

250~

upstream heat transfer parameter &« in W/(m'K)

225

T T T T T T
230 240 250 260 270
locat heat transfer coefiicient in W/(m'K)

Fig. 6 Minimization function
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Fig. 7 Re-evaluated local heat transfer coefficients for uniform heat
transfer coefficient distribution

The wall temperature indications were taken from the numeri-
cal experiments. Since the numerical model applies the same
assumptions as the measurement technique, ‘‘perfect’ indica-
tions are obtained. After the computation of the local wall tem-
perature histories, two different wall temperatures (7w, and
Tw,) were chosen as indication temperatures and the times of
their occurrence for all streamwise positions were determined
using linear interpolation between the discrete time steps. To
evaluate the local heat transfer coefficient and the lumped up-
stream heat transfer parameter, these times are inserted into
Egs. (20) and (21) and the sum

2
2 (Op(t) — O)’ = f(h, @)

i=1

(24)

with ®y from Eqgs. (20) and (21) is minimized at each position.
A downhill simplex method given by Press et al. (1989) is
used for this minimization. A typical residual function of the
minimization (Eq. (24)) is plotted in Fig. 6 versus the local heat
transfer coefficient and the upstream heat transfer parameter. It
can be seen that the sensitivity of the local heat transfer coeffi-
cient £ with respect to the minimization is much smaller than
for the upstream heat transfer parameter .

To check the robustness of the method the indication tempera-

tures were perturbed with values that are typical for experimen-
tal uncertainty. In the following comparison the correct (index
0) indication temperatures are perturbed simultaneously with
+0.1 K (index p) and —0.1 K (index m) for both Ty,;. Further-
more a perturbation of —0.1 K for Ty, and +0.1 K for Ty,
(index u) was applied. The comparison of the re-evaluated heat
transfer coefficients with the known prescribed values for the
uniform heat transfer distribution is given in Fig. 7. For the
random distribution the results are given in Fig, 8.

—L~ local ht.c. © - Corract Twi, Tw2

—®— Jocal h.tc. u-Twi1-0.1K, Tw2+0.1K

J |7 tocalh.tc. m- Twi1-0.1K, Tw2-0.1K

—®— jpcal htc. p- Twi+0.1K, Tw2+0.1K

—0— local h.t.c. 4 Indications, Tw1-0.1K, Tw2-0.1K, Twa+0.1K, Tw4+0.1K

h.t.c. ratio (recalculated/prescribed)

0.85 T T T T T T T T T
000 005 010 015 020 025 030 035 040 045 050
Xinm

Fig. 8 Re-evaluated local heat transfer coefficients for random héat
transfer coefficient distribution
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Fig. 9 Experimental arrangement

Using this method, all cases give good results. For the cases
of disturbed data in different directions (index u), which is the
worst case for the presented method, the deviations are about
5 percent for the uniform heat transfer distribution case and up
to 17 percent for the random case.

The accuracy of the method might be increased by using a
sophisticated image processing system (Wang et al., 1994b)
which is able to determine a more detailed history of the surface
temperatures, therefore using more indications in the data reduc-
tion. This is demonstrated in the fourth curve of Fig. 8, where
using four perturbed indications (—0.1 K for Ty, Tw. and +0.1
K for Tws, Tws) the error level is brought down to about 6
percent from 17.

Experiments and Results

Figure 9 shows a schematic of the test apparatus. Air is
supplied to an electrical heater section followed by a valve. In
operation the heated flow is diverted away from the test section
prior to the test. Ambient air is sucked into the test section by
a second pump to achieve uniform initial temperatures. The test
section consists of a 1400-mm-long, straight, smooth, 50 mm
X 50 mm square duct. The entire channel is constructed of
perspex with a wall thickness of 10 mm for all walls. The walls
are covered with three different small band TLC and black paint.
Along the channel centerline 10 thermocouples are installed to
measure the fluid temperature. A thermal transient is initiated
using the valve to route the heated air flow suddenly through
the test section. Experiments for different Reynolds numbers
were made and the TLC pattern at one wall between the stream-
wise positions x = 1.115 m and x = 1.285 m were monitored
by a CCD camera and evaluated by an image system. The three
indications of one color of the different TLC at each location
were used to determine the local heat transfer coefficient and
the upstream heat transfer parameter applying the minimization
procedure described above. A typical heat transfer distribution
on one channel wall is shown in Fig. 10.

Figure 11 gives the determined heat transfer parameter distri-
bution over the test surface. This distribution shows two long
valleys of smaller « close to the sidewalls. Since lower a means
higher fluid driving temperature this pattern might be attributed
to the secondary flow in the channel. Hot fluid from the center
is driven by the secondary flow toward the corners leading to
higher fluid driving temperature there. The fluid cools down at

v/a
Sdoococoooscoor

24.00
x/d

23.00

23.50

24.50

Fig. 10 Local heat transfer coefficient distribution in W/m? K (Re =
116,600)
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0.00

Fig. 11 Distribution of heat transfer parameter in W/m? K (Re = 116,600}

the wall and flows back close to the channel centerline, therefore
creating a lower driving temperature there (higher o).

The method determines the heat transfer coefficient for the
three-dimensional experimental situation based on local fluid
driving temperature (adiabatic wall temperature, which is in the
one-dimensional case the fluid bulk temperature) rather than on
mixed bulk temperature. The distribution of the heat transfer
parameter « is therefore a measure of the unmixness of the
fluid.

Using the determined « distribution and Eq. (16) for the
fluid driving temperature and averaging over the span at one
streamwise location, the average fluid driving temperature
T; () at this location is determined. For a well-mixed flow as
typical for, e.g., gas turbine blade cooling passages, this temper-
ature should be close to the fluid bulk temperature, although
the relationship between both is not given by this method.

The average fluid driving temperature T; (¢) and the upstream
surface temperature 7,(t) from the model have been calculated
at the axial position of the measured centerline temperature
T.(t). The ratio of these temperatures, i.e., the profile factor y
was evaluated according to:

_L() - T,
Tcl(t) - Tp(t)

For all tests, as well as for all times within one test, the
determined value of y shows only small variations (+0.015)

(25)

©
§
£
I x=12m
sl T0= 19.2°C
: TE=744°C

B4 F
0 ® Centerline measured
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Fig. 12 Comparison of calculated and measured centerline temperature
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around a mean value of 0.89. This value may be compared with
the theoretical value of 0.833 for a fully developed pipe flow
using 3-power laws for the velocity and temperature profiles
with an isothermal surface, if 7; (#) were the bulk temperature.
Since mixing is enhanced in the square duct due to the second-
ary flow, the determined value is quite reasonable. In Fig. 12
the measured centerline temperature is compared with the calcu-
lated value using y = 0.89 and the average calculated fluid
temperature history T, (¢).

Finally, the measured heat transfer coefficients for the differ-
ent tests have been averaged over the test surface and compared
to the correlation of Dittus and Boelter for various Reynolds
numbers:

Nu = 0.023 Re®® Pro* (26)

in Fig. 13.

Conclusions

A simplified model describing the time-dependent local fluid
temperature driving the local heat transfer in a transient heat
transfer test was derived for long internal cooling channels,
Using at least two surface temperature indications, the local
heat transfer coefficient can be determined without an explicit
energy balance. An upstream heat transfer parameter character-
izes the influence of the upstream wall heat loss on the local
fluid temperature, which is the adiabatic wall temperature in
the general situation. As shown in the experiment, for well-
mixed flow this local fluid temperature reflects the fluid bulk
temperature very well. The model can be generalized to situa-
tions with varying mass flow in the streamwise direction, such
as cooling channels having film cooling ejection.
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APPENDIX

Analytical Solution

The governing equations for the conjugate convection prob-
lem with uniform heat transfer coefficient are:

Fluid:
T, hU
—L = = (Ty(x, 1) = T(x, 1)) (A1)
dx  me,
with the initial condition:
Ti(x,0) = (Tp — To) exp(—bx) + T, (A2)
where b = hU/nic,, and the boundary condition:
T/0, 1) = Ts. (A3)
Solid:
T, A O, 0T,
e e 3 (s () LY < A4
o g, Oy y? y= (A4)
with the initial condition:
T(x, 9,00 =T, (A5)
and the boundary condition:
Ny =00 = KT~ T, (A6)
Oy
Using the dimensionless variables
T, — T Tw~ T T, — T
O,=4L_"_"02 @,=¥_"20 @S=_S___° AT
T, Y Te-T, -1, 7
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we obtain for the fluid:

22 = b0y - ©)) (A8)

with
O, =exp(—bx) t=0 (A9)

and
=1 x=0 (A.10)

and for the solid:

i§= i& (A.11)

with
0,=0 r=0 (A.12)

and
=N %@3- =h(®;~0y) y=0 (A.13)

Using Laplace Transforms for the solid, the wall temperature
in the Laplace domain is obtained as:

5 -5 B
W_@ﬂ+B

(A.14)

where 8 = h/\,, B = Vp/a, and p is the Laplace variable.
Using Laplace Transforms for the fluid and inserting Eq.
(A.14) we obtain:

— 1 —bBx
O =~ .
) pexp(ﬂ+B> (A.15)
For finding the inverse transformation of Eq. (A.15)
— 1 bBx
0, = ~bx) ~
), = exp( x)p exp(ﬂ n B)
= exp(—bx) l ex ( (A.16)
P > Y B +B .
the term:
Fp) = exp —2— (A17)
ﬁ+\/E
a
is considered. Using a power series expansion:
Fpy=1+% —2 L (A.18)
o P n n'
(24
a
and
! ! (A.19)

() (&)

Transactions of the ASME

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



we can consider the binomial series:

iy )

<1+ﬁ 2
p

which is valid for | p| > £%. By choosing another summation
index, k = n + m, we obtain:

1 1 > pr g
;; I?(Ij) = ;; + ;Ei ;;1‘;;?:7;75;
ol k) npk-n
+ Z{Z(—l)"“" o5 }
k=2 Ln=1 (n'“ 1)'}1'(]{—”)!
X (k - 1)!ak/2p|+(k_/2) = G(p) (A'21)

The inverse transformation for this expression is (Doetsch,
1970):

tn/2

g =1+3 2
o ! r(1+g>

Dnﬂk-—n }
(n— Dnlk — n)!

® (k-1
i3 {z (=)

k=2 n=1

tk/2

X (k = 1)!lg"? e
r(1+5)

(A22)
2

So finally the fluid temperature is given by:

T, - T,

il (bﬂ)" i tn/2 .
a
S hX

. X
nmr 1“(1 +E)
2

© (k-1 e
1\ (s8)"s"" n
+k=2{n§1( b (n—l)!n!(k—n)!x}

1+

= exp(—bx)

tk/l

X (k — 1)!a"’2—————l-c-—
r(1+%)

(A.23)
2

which is valid for sufficiently small 5°az.
For large values of 3%at a long time solution can be obtained
in the following way:
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(A24)

Using the binomial series

e B o
(1+l p) = ¢

B\a

which is valid for |p| < B2 and consider for large times
(p = 0) only the term m = 1, G(p) can be approximated by:

1 D 1 1 o /DV"'1
G(p) = - ex <——) - = ) (——) — (A.26)
pN\E) B \B) ®
where k =n — 1. :
Rewriting Eq. (A.26) give
D 1 D

1 D
G(p) =~ = 2y = 97
@) pexp(ﬂ) J}?ﬂzx_la exp<ﬂ) (A-27)

The inverse transformation of Eq. (A.27) is given by

D D DY 1
g(1) =~ ex <—) - ex (——) (A.28)
P\B) " 5 "P\B) Im
with D/ = bx, which leads to (using Eq. (A.16))
T‘f - T() bx

o~ ] —
Ty — Ty ﬂ;ant

Equation (A.29) is identical to the large time approximation of
Eq. (16) using

(A.29)

exp(y?) erfc (y) = -71== (A.30)

ywil

for large y and taking into account that for a constant heat
transfer coefficient « = h.

Table 1 Uncertainty analysis: contribution of individual measurands for
a typical experiment

parameter (units) value AX, AX; &h AX; do
b X, 1100 o BX, x100

Us K
e, W 2.e-13 2e-4 2.5 1.5

VRSB
miK 569 29 6.5 4.3
T4(°C) 74.4 0.2 1.1 2.9
T, (°C) - 19.2 0.1 0.1 3.8
T, (°C) 34.8 0.1 1.6 12.5
T\ (°C) 39.7 0.1 0.1 1.5
Ty (°C) 452 0.1 2.0 119
t,(s) 3.77 0.04 L1 8.4
t,(s) 7.91 0.04 0.1 0.5
t(s) 16.54 0.04 0.4 2.2
uncertainty: 7.6 20.5
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Temperature-Dependent
Absorptances of Ceramics
for Nd:YAG and CO, Laser

Z. Zhang . . .
Processing Applications
M. F'F:\IIII oevtf\gl\s/l: The absorptance of a material at the laser wavelength and as a function of tempera-

ture, ranging from room temperature to the removal point, significantly affects the
efficiency of the laser machining process. A priori predictions of a laser machining
process, using either simplistic or sophisticated models, require knowledge of the
material’s absorptance behavior. An experimental apparatus for such measurements
is described. The device consists of a specimen mounted inside an integrating sphere,
heated rapidly by a CO; or a Nd:YAG laser. Reflectances are measured with a small
focused probe laser (Nd:YAG or CO;), while specimen surface temperatures are
recorded by a high-speed pyrometer. Experimental results have been obtained for
wavelengths of 1.06 um (Nd:YAG) and 10.6 um (CO;) for graphite, alumina, hot-
pressed silicon nitride, sintered o-silicon carbide, as well as two continous-fiber
ceramic matrix composites (SiC-based). Data are presented for temperatures be-
tween room temperature and the ablation/decomposition points.

Department of Mechanical Engineering,
The Pennsylvania State University,
University Park, PA 16802

Introduction

Extensive application of lasers in materials processing has
led to the development of several theoretical models to predict
a priori the interaction between lasers and materials, e.g., Dabby
and Paek (1972), Abakians and Modest (1988), Chryssolouris
(1991), Vorreiter et al. (1991), Ramanathan and Modest
(1992), Roy and Modest (1993), Bang et al. (1993), Modest
et al. (1995), Modest (1996). These range from simple one-
dimensional ones to complex three-dimensional transient mod-
els. To validate and use these models, the spectral absorptance
of the material at the laser wavelength and at temperatures up to
its ‘‘removal temperature’’ (the temperature at which material
removal occurs, be it by ablation, decomposition, microexplo-
sions, etc., depending on the material) is required. Currently,
sufficient and accurate experimental data of this nature are not
available. To measure the temperatures during laser processing,
infrared pyrometry appears most suitable. However, since the
temperature obtained by the pyrometer is the radiance tempera-
ture, knowledge of the emittance of the material at the pyrome-
ter wavelength is again required to determine the actual temper-
ature. In this article 2 new experimental setup to determine high-
temperature spectral absorptances rapidly at Nd:YAG and CO,
wavelengths (1.06 um and 10.6 pum), is presented. Results from
these experiments can supply the necessary input data for these
theoretical models. Since pyrometers tend to operate around 1
pm, the Nd:YAG absorptance measurements also provide the
necessary emittance data for infrared pyrometry.

Various experimental techniques have been developed to
measure the radiative properties of opaque materials. These
may be separated into three loosely defined groups: calorimetric
emission measurements, radiometric emission measurements,
and reflection measurements (Modest, 1993 ). The calorimetric
emission measurement methods and radiometric emission mea-
surement methods require the specimen to be maintained at the

Contributed by the Heat Transfer Division for publication in the JOURNAL OF
HEAT TRANSFER. Manuscript received by the Heat Transfer Division November
12, 1996; revision received January 23, 1998. Keywords: High Temperature,
Laser, Materials, Measurement Techniques, Radiation. Associate Technical Edi-
tor: T. Tong.
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temperature at which the radiative properties are to be measured.
Therefore, it is unrealistic to measure the radiative properties
of solids near their removal temperature using these methods.
Best suited for the present task with its extreme temperatures
appears to be an integrating sphere reflectometer (Jacquez and
Kuppenheim, 1955).

Jacquez and Kuppenheim (1955) have provided the general
theory of the integrating sphere for hemispherical spectral re-
flectance measurements. They describe two measurement tech-
niques. In the first method, the so-called ‘‘substitution method,”’
the reflected signal of the specimen and the standard reference
are measured consecutively by replacing the sample by the
standard, and the ratio of the respective detector readings is-
taken to determine the reflectance. In the second method, the
so-called ‘‘comparison method,”” the sphere has two sample
holders, and the sample and the standard reference are each
placed in their own positions. The light beam is switched from
sample to standard and the ratio of the respective detector read-
ings is again determined. Efficiencies and errors for both meth-
ods were discussed by Jacquez and Kuppenheim.

Spectral hemispherical emittance measurements at high tem-
peratures have been carried out by a number of researchers.
One of the early works was done by Kneissl and Richmond
(1968). Using an integrating sphere, they heated refractory met-
als and ceramics by induction up to 2000 K. A He—Ne laser,
which operated at several visible and near-infrared wavelengths,
was used together with corresponding bandpass filters to obtain
high signal-to-noise ratios. A two-detector ratioing system was
used to offset the power fluctuation of the He—Ne laser. Bober
and co-workers (Bober and Karow, 1977; Bober, 1980; Bober
et al., 1980) also measured the spectral emittance and re-
flectance of oxide and carbide ceramics up to 4000 K at several
distinct wavelengths between visible and 10.6 um. They devel-
oped an integrating-sphere laser reflectometer, which used one
laser beam for heating together with simultaneous irradiation
of the specimen’s surface by a second probe laser at a different
wavelength. The probe laser was modulated by either a mechan-
ical chopper or an electro-optic ADP modulator and demodu-
lated by a fast lock-in amplifier, which rejected the emission
from the hot spot. The heating process took between 1 and 100
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ms. A simpler approach was used by Ramanathan and Modest
(1993), who used a single laser beam as both heating and
probe light source. To smooth out fluctuations in laser power,
a thermopile detector was used for the reflectance measurements
at the cost of temporal resolution.

In a reflectometer the energy falling onto the detector consists
of several parts: the reflected radiation of the probe beam, the
emitted radiation from the hot specimen, and, if a laser is used
for heating, reflected radiation from the heating laser. The method
adopted by Kneissl and Richmond ( 1968) cannot reject the emis-
sion from the specimen completely. Bober and co-workers used
a combination of chopper and lock-in amplifier to overcome this
problem, but they did not consider power fluctuations of the probe
laser. In the scheme adopted by Ramanathan and Modest (1993),
their thermopile detector had a response time of 0.3 s, while the
heating process took only 1 s. This made it difficult for the detector
to keep up with the changing signal, i.e., the detector may have
lagged behind the changing signal, giving too flat a response.
Another disadvantage of their scheme was that they used a single
laser for both heating and probing. Therefore, the irradiated spot
of the specimen was not isothermal due both to the spatial laser
beam profile and to conduction losses. For a single beam, the
irradiation is reflected over a range of temperatures rather than at
a single temperature, the highest temperature at the beam center
being reported by the pyrometer. For this reason, the use of a
single laser for both heating and probing can result in significant
inaccuracy.

A new experimental apparatus for the rapid measurement of
solid reflectance at high temperatures has been constructed. The
setup incorporates dual integrating spheres to eliminate power
fluctuations of the probe light source, a combination of lock-in
amplifier and chopper to reject emission from the specimen, and
a separate heating laser at a different wavelength and with a
substantially larger spot size to achieve an isothermal probe spot.
A pyrometer with a spectral response of 0.8 ~ 1.0 ym was used
to measure the sample temperature. The emittance of the material
at the Nd:YAG wavelength was used to infer actual temperatures
from the radiance temperature measured by the instrument. The
absorptance as a function of temperature at Nd:YAG and CO,
wavelengths is presented for several materials.

Experimental Setup

The experimental setup for measuring the reflectance of a
sample at elevated temperature is shown in Fig. 1, consisting
of two integrating spheres, a heating laser, a probe laser, two
detectors, a mechanical chopper, and two lock-in amplifiers and
laser optics. The specimen was mounted at the center of the
sample integrating sphere (RTC-060-1G), which was purchased
from Labsphere. The inner wall of the sphere and the sample
mount are coated with Infra-Gold, which has a reflectance of
95 percent over the range of 1 ~ 20 um. The sample sphere is
15 c¢m in diameter and has three 2.5 cm access ports on the top,
and another 1.25 cm detector port is located at the side. The
detector port is well baffled from the sample to ensure that the
radiation is isotropically scattered before reaching the detector.
The specimen was irradiated by a probe laser with an incidence
angle of roughly 20 deg, and a beam diameter of approximately
100 ~ 200 pm. An Apollo 575 tunable CO, laser was used as
probe laser for 10.6 um property measurements, while for 1.06
pm a Control 512QG Nd:YAG laser was used. In each case,
the probe laser beam was modulated by a mechanical chopper
(SR540, Stanford Research ) running at roughly 3 kHz, near the
maximum frequency of the chopper. The modulated signal was
detected by an MCT detector (Graseby Infrared). This detector
performs well at both 1.06 and 10.6 um. The detector was
connected to the lock-in amplifier (SR850, Stanford Research).
The modulation of the probe laser, together with a laserline
bandpass filter in front of the detector to block the radiation
at other wavelengths, allows the measurement of the reflected
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Fig. 1 Schematic of experimental setup

radiation in the presence of intense radiation emitted from the
heated zone as well as reflection from the strong heating laser.
The lock-in amplifier was set to run at a constant time of 1 ms,
which was restricted by the chopping frequency. In order to
eliminate errors due to power fluctuation of the probe laser, the
probe beam was split with a part of the beam going into a
reference integrating sphere (1S-020-1G, Labsphere). The sig-
nal of the reference sphere monitoring the temporal power fluc-
tuations was recorded by another MCT detector ( Graseby Infra-
red) and lock-in amplifier (SR810, Stanford Research).

The specimen was heated by a second laser operating at a
different wavelength from the probe laser: During 1.06 pum
measurements, a CO, laser (Coherent Everlase S51) was used
for heating, while a Nd:YAG laser (Hobart HLP 3000) was
used for heating during 10.6 pm property measurements. The
sample sphere was purged with argon during the heating process
to suppress chemical reactions. The heating laser was only par-
tially focused to give a spot of roughly { mm®. In this configura-
tion the heating lasers were able to heat up the specimens to
their removal temperature within 100—200 ms, which further
minimized chemical reactions. The probe laser was focused
onto the center of the heated zone. First, the two lasers were
aligned by using the internal alignment laser. Then both lasers
were turned on to burn spots on a test sample. The alignment
was adjusted to center the probe spot to the heating spot. Accu-
rate alignment of the probe laser to the center of the consider-
ably larger heated zone ensured that the probed spot was essen-
tially isothermal.

To align the pyrometer for Nd:YAG probing, the probe laser
spot location was determined using an IR viewer, after which
a He—Ne laser was focused onto the spot to indicate its position.
For 10.6 ym measurements the probe laser, when aimed at the
specimen with the chopper off, was strong enough to heat the
specimen to a temperature, whose emission was strong enough
to be visible in the pyrometer’s eyepiece, and the pyrometer
was aligned to the center of this hot spot. The pyrometer was
designed and constructed specifically for this experiment by
Ramanathan et al. (1996), and was aimed at the probe laser
spot to measure the surface temperature of interest. The pyrome-
ter has a viewing area of 50 ym in diameter and time constant
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of 10 us. The spectral response of the pyrometer is approxi-
mately 0.8 ~ 1.1 um. In order that the pyrometer can be used
with a (heating or probe) Nd:YAG laser, a 0.95 pm short-pass
filter was added in front of the pyrometer. The pyrometer was
recalibrated after the filter was added.

The demodulated reflection and temperature signals were dig-
itally recorded. The specimen was then replaced by a standard
reference with known reflectance without disturbing the setup;
only the probe laser was turned on this time and the radiation
signals from both integrating spheres were recorded. The stan-
dard references used were a spectralon diffuse reflectance stan-
dard (SRS-99-010) and an Infra-Gold coated sample both pur-
chased from Labsphere. The optics for the CO, laser path were
made of zinc selenide, and the optics for the Nd:YAG laser
path were made of calcium fluoride.

Jacquez and Kuppenheim (1955) showed that for an integrat-
ing sphere with uniform wall coating the radiation, which passes
out of an aperture of the sphere, is proportional to the speci-
men’s reflectance and a configuration coefficient, which is a
function of the port area, the inner surface area of the sphere,
and the reflectance of the wall coating. When the port area is
small compared with the inner surface area of the sphere, which
is an appropriate assumption for most integrating spheres, the
configuration coefficient can be regarded as a constant. Further-
more, if the detectors are working in their linear range, it follows

" that

£=E=& (1)
LV, p’

where I, and I, are the intensities of the radiation, p; and p, are
reflectances of the specimen and the reference, and V, and V,
are signals produced by specimen and reference, respectively.
For an opaque specimen, the spectral absorptance e and emit-
tance € are given by

€E=a =

1 - p;. (2)

Since temperature and reflectance signals are recorded simulta-
neously, they can be used together to provide absorptance versus
temperature data. Because the pyrometer used has a radiance
temperature range of 1500 K to 3500 K (after addition of the
0.95 pm bandpass filter), the experiment cannot match the ab-
sorptance data to radiance temperatures below 1500 K, although
it still provides the value of absorptances at room temperature.

Results and Discussion

Between four and six different reflectance measurements
were carried out at each wavelength for each material, using
new specimens for each experiment. Each experiment was car-
ried out at different power levels, to ascertain that there were
no serious changes of reflectance with irradiation levels. It was
observed, as noted by Ramanathan and Modest (1993) pre-
viously, that the removal temperature of each material increases
somewhat with irradiation level; this is in qualitative agreement
with an ablation rate according to an Arrhenius relation. Be-
cause of the limited number of runs, and because the maximum
temperature reached in each experiment (but on the same mate-
rial) was different, determination of standard deviations was
deemed inappropriate. Instead, data for reflectance versus radi-
ance and actual temperatures are presented in terms of average
values (averaging results from different irradiation powers),
together with upper and lower bounds. For the highest tempera-
tures, whenever fewer than three data points remained, only the
average reflectance is shown.

Hot-Pressed Silicon Nitride. The hot-pressed silicon ni-
tride used in this study contains 6 wt% Y,0; and 2 wt% Al,0; as
additives and was purchased from GTE Inc. Upon laser heating
silicon nitride will decompose into liquid silicon and nitrogen.
Absorptance data for SizN, at 10.6 ym and 1.06 ym are shown
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Fig. 4 Typical temperature signal of Si;N, during heating process

in Figs. 2 and 3 for temperatures up to its decomposition temper-
ature of approximately 2170 K (Pehlke and Elliot, 1959; Rama-
nathan and Modest, 1993). The absorptance of SisN, at 1.06
um remains almost constant at 0.85 for temperatures all the
way up to 2170 K. The heating process shows the decomposi-
tion radiance temperature when the signal from the pyrometer
reaches a constant as seen in Fig. 4 for a typical run. The
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radiance temperature during decomposition is seen to be ap-
proximately 2100 K. Using the spectral emittance at 1.06 um,
this yields an actual decomposition temperature of 2143 K,
which agrees well with the value provided by Pehlke and Elliot
(1959). The periodicity in the temperature signal is due to a
120 Hz fluctuation in the power of the heating laser. Since the
temporal reflected signal also shows the same periodicity, it is
canceled out in the absorptance versus temperature signal.

The absorptance at 10.6 ym measured at room temperature
with the present setup was found to be 0.15, which is slightly
lower than that reported by Roy et al. (1993), who gave a value
of 0.18. The absorptance remains low until about 1600 K and
beyond that changes appreciably with temperature. Si;N, is
known to have a reflection band at around 10 ym (Wallace,
1983). The rapid increase of absorptance can be attributed to
a band shift at elevated temperatures. The present result is con-
siderably different from that of Ramanathan and Modest
(1993), who reported that the absorptance increases only mod-
erately as the temperature increases from 1300 K to 2200 K.
As discussed eatrlier, due to the slow detector used in their
experiment, their apparatus apparently did not respond fast
enough to the rapidly changing signal.

Sintered «-Silicon Carbide. Sintered «-silicon carbide
was purchased from Carborundum Inc., in the form of a 3.5-
mm-thick sheet. No data are available on the additives used
in the manufacture of this material. Upon laser heating SiC
decomposes into several different gases. Figure 5 shows that
the absorptance at 1.06 um increases slightly with temperature
up to 2200 K, after which it decreases to 0.73 at 2900 K. SiC
is known to have a 12.6 um reflection band (Spitzer et al.,
1959) (fundamental lattice band), and the reflection band shifts
to larger wavelengths as the temperature rises, as do other ionic
crystals (Hass, 1960; Jasperse et al., 1966; Chang and Mitra,
1972). Because of the band shift one would expect to see a
decrease in reflectance, and hence an increase in absorptance.
Roy et al. (1993) reported that the normal absorptance of SiC
at 10.6 pm increased with temperature from 0.2 at room temper-
ature to 0.85 at 1273 K. Our data in Fig. 6 show that the
absorptance at 10.6 um increases from 0.6 at 1500 K to 0.8 at

1900 K and then decreases marginally to 0.76. This difference
may be attributed to the fact that Roy et al. (1993) used furnace
heating, which may have resulted in a thin SiO, layer on the
surface at fairly low temperature, while laser heating takes only
a fraction of a second, so that the oxidation can occur only
close to the decomposition temperature.
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Graphite. The graphite measured in this study is black

graphite (McMaster-Carr), which is expected to ablate at ap-
proximately 4000 K. The absorptances at 1.06 pm and 10.6 ym
are shown in Fig. 7. The absorptance at 1.06 um is about 0.95
from 1500 K to 3400 K, which agrees well with the existing
literature for the visible range (Wilson, 1964). On the other
hand, the absorptance at 10.6 um shows a slight temperature
dependence, increasing from 0.73 at 1500 K to 0.84 at 3400 K.

Alumina, The alumina used in this study was AD99 and
was purchased from Coors Corp. Unlike all the other ceramics
in this study (which decompose mostly into gases without melt-
ing first), alumina is known to melt at around 2315 K under
equilibrium conditions (Chase et al., 1985). The results pre-
sented in Fig. 9 are the absorptance at 1.06 um, showing that
alumina is highly reflective until about 1800 K, and its absorp-
tance starts to increase sharply thereafter, reaching 0.95 at 2800
K. The results differ from those of Blair (1960), who used a
*“direct technique,’”” which is known to be susceptible to large
errors at short wavelengths (Battuello and Ricolfi, 1989). Due
to the low emittance at 1.06 um, the pyrometer could not detect
temperatures below 1780 K (or 1500 K radiance temperature).
Figure 8 does not show a distinct change in absorptance at the
melting point of 2315 K. Indeed, for most of the specimen the
temperature versus time signal did not show a distinct melting
point. A typical temperature versus time signal is shown in Fig.
9: Because of the strong laser irradiation, the alumina apparently
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superheats to about 2600 K before starting to melt. Due to this
superheating melting takes place over a range of temperatures
and internal melting is possibly continuing after the laser was
turned off at a surface temperature of about 3350 K. Note that
during cool down there is a distinctive plateau at around 2300
K, indicating equilibrium solidification and corroborating the
JANAF table’s melting temperature (Chase et al., 1985). Data
for the other specimens are similar, with onset of melting rang-
ing from 2300 K to 2600 K, depending on irradiation levels.
Results for 10.6 um are not available, since the absorptance of
alumina at the heating laser wavelength of 1.06 ym is only 0.18
in the temperature range between room temperature and 1800
K. This causes large amounts of heat to be dissipated to the
integrating sphere, which could damage the apparatus.

Composite Materials. The composite materials considered
were SiC/SiC composite (consisting of long woven S-silicon
carbide fibers embedded in a S-silicon carbide matrix) and C/
SiC composite (carbon fibers embedded in a F-silicon carbide
matrix). They were obtained from E. I. DuPont de Nemours
and Co., and contained nominally 45 vol% matrix material and
45 vol% fibers, with the rest being porosity. Upon laser heating
the matrix material decomposes into gases, while some of the
fibers are removed microexplosively (Ramanathan and Modest,
1995).

C/SiC. Figures 10 and 11 show the absorptance of C/SiC
at 1.06 um and 10.6 pm, respectively. The absorptance at 1.06
pm increases slightly from 0.87 at 1550 K to 0.92 at 3100 K.

326 / Vol. 120, MAY 1998

actual temperature, T(K)
300 1520 1722 1923 2128 2334 2547 2739 2946 3150

= T T T

T
[

absorptance, o
o
©
T

0.8 L i
e  average value
----- max, or min, value
0.7} C/SiC at 1.06 um ]
N S L L — 1
208 1500 2000 2500 3000

radiance temperature, T,(K)

Fig. 10 Absorptance versus temperature of C/SiC at 1.06 um

actual temperature, T(K)

300 N 1520 1722 1923 2128 2334 2547
= LA L e e o s e e o e e
al |
o
5 ]
g- - i
R0.9 -
AN i
- 4
R average value e
L e max. or min. value |
0.8 -
: C/SiC at 10.6 um '{
ol i
E‘ u
n e | IR SO SIS SRS N ST U U SN TN T N S S N
298 1500 1700 1900 2100 2300 2500

radiance temperature, T (K)

Fig. 11 Absorptance versus temperature of C/SiC at 10.6 um

This is slightly higher than that of monolithic a-silicon carbide
and lower than that of graphite, which was expected. The
absorptance at 10.6 ym was found to be 0.7 at room tempera-
ture, which agrees with Ramanathan and Modest (1993), who
reported the absorptance at 10.6 ym as 0.67 below 1250 K, and
increasing almost linearly with temperature to 0.77 at 2270 K.
The current study shows that the absorptance increases before
the temperature reaches 1550 K, and then changes slightly from
0.9 at 1550 K to 0.93 at 2300 K. Both inherent weaknesses of
Ramanathan and Modest’s scheme (single beam, slow detector)
would tend to have their experiment report lower-than-actual
absorptance data. The absorptance of C/SiC does not have the
same small peak around 2000 K as the monolithic silicon car-
bide. This may be attributed to the fact that the decomposition of
silicon carbide is suppressed by the carbon-rich vapors (Singhal,
1976).

SiC/SiC. Figures 12 and 13 show the spectral absorptance
versus temperature at 1.06 ym and 10.6 pm. At 1.06 um the
absorptance shows no appreciable change with temperature. It
is higher than that of monolithic SiC, which was expected due
to the material’s porosity. The absorptance at 10.6 ym changes
from 0.7 at 1500 K to 0.92 at 2300 K and then decreases to
0.72 at 2800 K. As expected, these value are higher than those
of Ramanathan and Modest (1993), and also increase faster
with temperature. The absorptance of SiC/SiC reaches a peak
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value at 2300 K and decreases thereafter, which is consistent
with the behavior of monolithic SiC. The peak at 2300 K fades
to a plateau of absorptance in Ramanathan and Modest (1993).
It is also interesting to notice the peak of absorptance appearing
around 2300 K in contrast to that of C/SiC, which has no peak.

Conclusions

An integrating sphere reflectometer with dual laser beams
for heating and probing was constructed. The apparatus, which
incorporates two integrating spheres in combination with a
chopper and two lock-in amplifiers, can account for power fluc-
tuations of the probe light source and measure the reflectance
in the presence of intense ambient radiation. The hemispherical
absorptances for a number of ceramics, namely silicon nitride,
silicon carbide, graphite, alumina, and two composite ceramics
(C/SiC and SiC/SiC), have been presented. The results can
furnish reliable radiative property data for use in theoretical
models of laser processing, and can improve the accuracy of
infrared pyrometry.
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Inverse Determination of Steady
Heat Convection Coefficient
Distributions

An inverse Boundary Element Method (BEM ) procedure has been used to determine
unknown heat transfer coefficients on surfaces of arbitrarily shaped solids. The proce-
dure is noniterative and cost effective, involving only a simple modification to any
existing steady-state heat conduction BEM algorithm. Its main advantage is that this
method does not require any knowledge of, or solution to, the fluid flow field. Thermal
boundary conditions can be prescribed on only part of the boundary of the solid
object, while the heat transfer coefficients on boundaries exposed to a moving fluid
can be partially or entirely unknown. Over-specified boundary conditions or internal
temperature measurements on other, more accessible boundaries are required in
order to compensate for the unknown conditions. An ill-conditioned matrix results
from the inverse BEM formulation, which must be properly inverted to obtain the
solution to the ill-posed problem. Accuracy of numerical results has been demon-
strated for several steady two-dimensional heat conduction problems including sensi-
tivity of the algorithm to errors in the measurement data of surface temperatures and
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heat fluxes.

Introduction

A well-posed thermal boundary value problem requires either
temperature or heat flux specified over the entire boundary of
the solid region. When the surface is exposed to a moving fluid,
convective heat transfer coefficients can be utilized as boundary
conditions. Accurate values of the convective heat transfer coef-
ficients are difficult to obtain experimentally because their val-
ues depend strongly on at least twelve variables or eight nondi-
mensional groups (White, 1988). Typical semi-empirical ex-
pressions for prediction of heat convection coefficients represent
curve fits through experimental data for very simple configura-
tions covering only limited ranges of flow-field parameters.
Consequently, in most practical situations, the heat convection
problems are solved by using a single value of the heat convec-
tion coefficient on the entire surface exposed to a moving fluid.

This paper offers an entirely different approach to a problem
of predicting the surface variation of the heat convection coeffi-
cient. The most innovative aspects of this approach are that it
does not require any information about the flow-field and that
it is noniterative. In other words, it is possible to treat the heat
convection coefficient determination problem as an ill-posed
boundary value heat conduction problem where no thermal data
are available on parts of the boundary exposed to a moving fluid.
This approach is capable of utilizing over-determined thermal
measurements involving temperatures and heat fluxes where

they are accessible. These data are then used to predict distribu-

tions of temperature, heat fluxes, and convective heat transfer
coefficients on the boundaries where they are unknown.

A noniterative algorithm has been developed that reliably
and efficiently solves inverse (ill-posed) boundary condition
problems governed by the Laplace equation in two-dimensional
and three-dimensional multiply connected domains having dif-
ferent thermal material properties (Martin and Dulikravich;
1996; Dulikravich and Martin, 1996). An extended version of
this method was also successfully used in solving ill-posed
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problems in two-dimensional elasticity (Martin et al., 1994)
as well as for the determination of heat sources (Martin and
Dulikravich, 1996). This technique is based on the Green'’s
function solution method, commonly referred to as the Bound-
ary Element Method (BEM). It is an integral technique that
generates a set of linear algebraic equations with unknowns
confined only to the boundaries. For well-posed problems,
Gaussian elimination or any other standard matrix inverter can
solve the resulting solution matrix. When an ill-posed problem
is encountered, the matrix becomes ill-conditioned. It has been
shown that the proper solution to this matrix provides accurate
results to various steady inverse heat conduction boundary value
problems (Martin and Dulikravich, 1996, 1997). This method
has been shown to suppress the amplification in measurement
errors in the input data while both minimizing the variance in the
output and preventing output bias. The algorithm is applicable to
complex, multiply connected two and three-dimensional con-
figurations.

Numerical Formulation

The governing partial differential equation for steady-state
heat conduction in a two-dimensional solid with a constant
coefficient of thermal conductivity is

kVT = 0. (D)

This linear elliptic partial differential equation can be inte-
grated subject to Dirichlet (temperature) boundary conditions,
Neumann (heat flux) boundary conditions, and, when a bound-
ary is exposed to a moving fluid, the Robin (convective heat
transfer) boundary conditions given as

or
—k— = heon T | Teony Tom) -
on|r

cony

(2)

When ill-posed boundary value problems are encountered,
portions of the boundary must be over-specified with both tem-
peratures and heat fluxes, while nothing is known on boundary
Tconv- Such linear boundary value problems can be solved nonit-
eratively when using the BEM. Consequently, the BEM is more
robust than the widely used iterative numerical solution tech-
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niques. Analytical solutions to the partial differential equation,
in the form of the Green’s function, are part of the BEM solu-
tion. Therefore, high accuracy is expected because introducing
the Green’s functions does not introduce any error into the
solution. In addition, the noniterative nature of the BEM elimi-
nates stability, numerical dissipation, and iterative convergence
problems. This is valuable because iterative procedures for the
solution of inverse problems tend to amplify errors due to ill-
posedness of the iteration matrix thus requiring complex regu-
larization (smoothing) algorithms (Tikhonov and Arsenin,
1977).

The BEM is a standard numerical technique that can be found
in a number of textbooks (Brebbia and Dominguez, 1989).
Consequently, only pertinent concepts will be summarized in
this paper. Since the objective is strictly solving a boundary
value problem, the unknown temperature, T, and the unknown
flux, O, are on the boundary I',,,, that is a part of the overall
boundary I". The boundary I" can be discretized into Ny, isopara-
metric boundary elements. Although these test cases will not
be discussed in this paper (Martin and Dulikravich, 1996),
internal measurement points could exist where temperature data
are obtained. The T and @ can vary between the neighboring
end-nodes defining each boundary element. Each boundary ele-
ment can be integrated numerically using a standard Gaussian
quadrature integration formula. Boundary elements containing
a singularity at one end-point can be integrated analytically,
resulting in a set of boundary integral equations, one for each
boundary node plus one for every possible internal temperature
measurement. The resulting discretized form of the BEM can
be represented in matrix form (Brebbia and Dominguez, 1989)
as

[HI{T} = [G]{Q}. (3)

Here, [H] and [G] are full matrices containing geometrically
defined coefficients.

For a well-posed boundary value problem, every point on the
boundary I" is given one Dirichlet, Neumann, or Robin bound-
ary condition and there are no internal temperature measure-
ments. These boundary conditions are then multiplied by their
respective coefficient matrix and collected on the right-hand
side to form a vector of known quantities, { F}. The left-hand
side remains in the standard form [A]{X }. This well-posed
system of linear algebraic equations can be solved for the vector
of unknown quantities {X } on the boundary by any standard
matrix solver such as Gaussian elimination or LU factorization.

If the boundary conditions (T, Q, or k.., ) are unknown on
parts of the boundary or if internal temperature measurements
are included in the analysis, the problem becomes ill-posed. A
solution of this inverse problem of determination of unknown
boundary conditions may be obtained by using a procedure
explained by Dulikravich and Martin (1996) and Martin and
Dulikravich (1996).

In summary, after multiplying the known quantities in the
vectors {T} and {Q} by their respective coefficient matrix

Nomenclature

columns, the products should be collected into the vector of
known quantities, {F }. The unknown boundary values of the
vectors {T} and {Q} then form a single vector, {X},
multiplied by a highly ill-conditioned coefficient matrix, [A],
which is, in general, not square. The truncated Singular Value
Decomposition (SVD) method (Press et al., 1986) has been
often used to solve this ill-conditioned system of algebraic equa-
tions. Very small singular values of such ill-conditioned matrix
[A] are zeroed out so that those algebraic terms that are domi-
nated by noise and round-off error are eliminated from the
matrix. In order to determine which singular values are to be
truncated, it is necessary to provide a user-specified singularity
threshold parameter, Tsyp. One method for determining the
most suitable value of 7gyp has been suggested by Martin and
Dulikravich (1996). Any singular value, whose ratio with the
largest singular value is less than this singularity threshold, will
be automatically zeroed out in the SVD algorithm,

In addition to the SVD algorithm, Tikhonov’s regularization
(Tikhonov and Arsenin, 1977) was also applied in a number
of test cases in this study. The observation was that Tikhonov’s
regularization produces unacceptable levels of global bias when
large regularization parameters are required for a smooth solu-
tion. Tikhonov’s regularization was found to be very effective
when errors were introduced into the surface heat flux measure-
ments (Martin and Dulikravich, 1996).

Results

The equation for the boundary heat flux from the Robin
boundary condition was added directly into the linear BEM
system (Martin and Dulikravich, 1996; Dulikravich and Martin,
1996). The unknown temperatures were factored together with
the other boundary nodal temperatures appearing on the left-
hand side of the BEM matrix equation set. After the ill-condi-
tioned coefficient matrix [A] has been inverted using the SVD
algorithm, the unknown boundary values of T and Q were ob-
tained from {X} = [A]7'{F}. Once these thermal boundary
values were determined on the boundary I'y,,, the convective
heat transfer coefficients were determined from

/(Tlrmv = Tawv)-
Coony

Here, T,., is considered as known. Two test cases were used
to assess the accuracy of the entire noniterative BEM inverse
algorithm and its sensitivity to measurement errors in boundary
temperatures and heat fluxes.

A square flat plate with side lengths of 1 m was subject to
homogeneous Dirichlet boundary conditions (7 = 0°C) on three
boundaries and a Robin boundary condition (4., = 1.0 W
m™2°C™", T, = 1.0°C) on the bottom boundary. The thermal
conductivity (k) was 1.0 W m™! °C~'. The analysis or well-
posed formulation consisted of the Dirichlet boundary condi-
tions on the top, left, and right boundaries of the plate, and

or
conv '—k 4
h On )

[A] = coefficient matrix multiplying a

vector of unknowns
Bi = Biot number = A, L/k

{F} =vector of known sources and
boundary conditions

[G] = BEM coefficient matrix multi-
plying nodal fluxes

heony = convective heat transfer coeffi-
cient

[H] = BEM coefficient matrix multi-
plying nodal temperatures

flux 8T/6n

T = temperature

Journal of Heat Transfer

k = thermal conductivity
L = characteristic length
Nge = number of boundary elements
QO = normal temperature derivative or

{Q} = vector of nodal fluxes
R = random number (0 < R < 1)

{T} = vector of nodal temperatures
{X } = vector of unknowns
I' = boundary contour

o? = statistical variance
Tsvp = SVD threshold value
€} = domain

Subscripts

amb = ambient fluid quantities

INT = internal measurement

conv = convective heat transfer
perturb = perturbed value
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Fig. 1 Isotherms predicted within the rectangular plate by the analytical
(solid lines), direct BEM (dotted lines}, inverse BEM with top boundary
over-specified (dashed lines), and the inverse BEM with top and side
boundaries over-specified (dash-dot lines). Forty panels per side.

the. Robin boundary condition on the bottom boundary. Using
separation of variables, an analytical solution for this test case
can be found in the following form (where a and b are the side

lengths):
T(x,y) = Lheony Y [fa T SiD (m>dx}
a n=1 0 a
() e ()
a
X (5)

The BEM analysis predicted the heat fluxes on the top, left,
and right boundaries, and temperature on the bottom boundary.
When the entire computed temperature field was plotted (Fig.
1), the isotherms (thin dashed lines) obtained numerically using
the BEM analysis were practically identical to the analytically
obtained isotherms (full lines), having an error of less than 0.1
percent. This confirmed the very high accuracy of the analysis
version of the BEM code used in this study.

The inverse problem was then formulated by specifying noth-
ing on the bottom boundary of the rectangular plate while one
or more of the remaining boundaries were over-specified with
temperatures and heat fluxes taken from the analytical solution.
In order to check the performance of the inverse version of the
BEM code with respect to the amount of over-specified data,
two variations of this numerical test case were performed.

Test Cases With Constant .,,,. In the first variation, only
the top boundary of the square plate was over-specified with
temperature and heat flux, while the side boundaries were speci-
fied with temperature only. The isotherms predicted by the in-
verse noniterative BEM procedure are shown as dotted lines in
Fig. 1. The ambient fluid temperature was considered to be
known (T,m, = 1.0°C). Therefore, the convective heat transfer
coefficients can be computed directly after both the temperature
and heat flux on the bottom boundary have been predicted.

The computed convective heat transfer coefficients on the
bottom boundary, which in this test case should be Ay = 1.0
W m™2 °C~', are plotted as square symbols in Fig. 2. The
average error in A, is less than 1 percent and a peak error is

330 / Vol. 120, MAY 1998

6 percent in this test case where over-specified data were pro-
vided only on a single boundary farthest from the boundary
with unknown thermal boundary conditions.

Influence of the Amount of Over-specified Data. In the
second variation of this test case, the opposite (top) boundary
as well as both side boundaries were over-specified with both
temperature and heat flux from the analytical solution. The iso-
therms that were predicted by the inverse noniterative BEM
code are shown as dash-dot lines in Fig. 1. These isotherms
cannot be seen because they lie directly on top of the isotherms
predicted by the analysis version of the BEM code and by the
analytical solution. The numerically predicted values of local
heony from the inverse BEM procedure for this test case are
plotted using triangle symbols in Fig. 2. Notice that the predic-
tion of A, is more accurate in this test case, having a peak
error of 0.4 percent. From these results it can be concluded that
the inverse BEM prediction of the unknown /., is sensitive
to the amount of over-specified data and the location of the
over-specified boundaries.

Influence of Distance of Over-specified Boundary. To
clarify that issue further, the aspect ratio (AR = b/a) of the
rectangular plate was varied while over-specifying only the top
boundary, which is the farthest away from the unspecified bot-
tom boundary. From Fig. 3 it can be seen that for relatively
thin domains (AR < 0.25) the peak error in the predicted Acony
is less than 0.3 percent. The peak error increases to approxi-
mately 10 percent, as the rectangular plate becomes a square
plate (Fig. 3), while the average error remains below 1 percent.

Applicability to Different Values of Biot Number. The
previous numerical results were obtained for unity Biot number
(Bi = Aoy L/k). The second variation inverse problem was
then repeated for a variety of Biot numbers by utilizing values
of the thermal conductivity in the interval 0.01 < k < 100.0
W m™' °C~!, and thus varying the Biot number over the same
range since L = 1.0 m and Ay = 1.0 W m™2 °C ™' were kept
constant. The threshold parameter in the SVD algorithm was
Tsvp = 107°. From Fig. 4 it can be concluded that the standard
deviation and maximum error of the predicted /., Were very
low for 0 < Bi < 20, after which the maximum error increased
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Fig.2 Convective heat transfer coefficients, h,,.,, humerically predicted
by the inverse BEM on the bottom boundary of a square plate when:
{a) the top boundary (squares), and (b) left, top, and right boundaries
(triangles) were over-specified. The exact value is by, = 1.0 Wm~2°C ",
Ten panels per side were used.
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Fig. 3 Influence of the aspect ratio (height/width) of the rectangular

plate and the amount of the over-specified data on the numerically pre-
dicted h..ne On the bottom boundary when: (a) the top boundary
(squares), and (b) left, top, and right boundaries (triangles) were over-
specified. The exact value is hcon = 1.0 W m~2°C 7, Ten panels per side
were used.
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Fig. 4 Influence of Biot numbers on maximum error and standard devia-

tion of the predicted hyn,

until it reached 30 percent for Bi = 100. For example, a plasma-
coated gas turbine blade surface distribution of A, can be
predicted quite accurately with this inverse BEM algorithm. In
this example, the coating thickness (L) is 2 X 10™* m, and k

is 1.0 Wm™' °C~', If Bi < 20, this means that k.., as high as
"~ 10° W m™ °C™! can be predicted with a maximum error of 2
percent and a standard deviation of less than 102 W m™2°C™",

A Test Case With Variable k... The inverse BEM algo-
rithm was also evaluated for the more realistic case where the
heat convection coefficient is not a constant. The same boundary
conditions on the top and the vertical side boundaries were used
as in the previous test cases while specifying the variable heat
convection coefficient as h.o,, = [1.0 + sin (2mx)] Wm™°C ™!
on the bottom boundary. This test case does not have an analyti-
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Fig. 5 Isotherms predicted by a well-posed BEM (full lines) and inverse

BEM (dashed lines) for the rectangular plate with h.,,,, = [1.0 + sin (277x)]
W m~2°C~" on the bottom boundary and T = 0.0°C on the remaining
three boundaries. Forty panels per side were used.

cal solution. Therefore, the BEM analysis code was run with
40 boundary elements on each of the four sides of this well-
posed problem and treated the predicted isotherms as the accu-

‘ rate result (Fig. 5).

An inverse problem was then created by pretending that Ao,y
is unknown on the bottom boundary. These ‘‘unknown’’ values
of heony were then predicted by over-specifying the vertical
boundaries and the top boundary with the 7 = 0.0°C and with
the heat fluxes that were previously predicted by the BEM
solution for the forward problem with sine wave A, on the
bottom boundary. The threshold parameter used in the SVD
algorithm had the value Tgyp = 107, The result of the inverse
BEM code was a highly accurate temperature field shown as
dashed lines in Fig. 5 that practically coincide with the solid
lines predicted by the well-posed problem solution. An equally
accurate prediction of the sine wave h.,,, variation on the lower
boundary (dashed line in Fig. 6) thus confirms the high accu-
racy and the applicability of this inverse BEM algorithm to
prediction of variable A, values.
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Fig.6 Analytical (full line) and inverse BEM predicted (dotted line) varia-

tion of h..,, along the bottom boundary
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Fig. 7 lIsotherms predicted analytically (solid lines) and using analysis
BEM (thin dashed lines), inverse BEM with left boundary over-specified
(dotted lines), and the inverse BEM with bottom, left, and top boundaries
over-specified (dash-dot lines). Ten panels per side were used.

Test Cases With Asymmetric Boundary Conditions. For
a second test case, the geometry was a homogeneous square
plate with each side of length L discretized with 10 linear iso-
parametric boundary elements. The boundary conditions were
altered such that the right-side boundary had the Robin bound-
ary condition (A, = 1.0 W m™2°C !, T,y = 0.0°C). In the
well-posed (analytical } problem, the top boundary was specified
with a temperature T = 1.0°C and the left-side and bottom
boundaries were specified with a temperature 7' = 0.0°C. The
analytical solution for this problem can be found by separation
of variables, and is given by

w0

2TambhconvL
T(x,y) = 2
k n=1 a,,< Beony % + cos2a,l>

1 - cos a,

sinh Z2¥
X
—— (6
sinh «,, (6)
where
ak

tan o, = — . 7
a hconvL ( )

As in the previous test case, the BEM analysis was compared
to the analytical solution. The analytically predicted isotherms
(solid lines) and the numerical analysis or the well-posed BEM
numerical prediction (dashed lines) are directly on top of each
other (Fig. 7), thus confirming the high accuracy of the analysis
version of the BEM code used in this study.

Again, two variations of the inverse problem were created.
One variation had only the left boundary over-specified. The
other variation had bottom, left, and top boundaries over-speci-
fied. In both inverse variations, nothing was specified on the
right-side boundary where heat transfer coefficients were pre-
scribed in the well-posed problem. In the case where only the
opposite boundary (left side) was over-specified, the inversely
predicted isotherms (dotted lines) show an appreciable error in
the vicinity of the unspecified right side boundary (Fig. 7).
The error in the inversely predicted isotherms was significantly
reduced when a larger quantity of the over-specified data (40
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Fig. 8 isotherms predicted analytically (solid lines) and using analysis
BEM (thin dashed lines), inverse BEM with left boundary over-specified
(dotted lines), and the inverse BEM with bottom, left, and top boundaries
over-spacified (dash-dot lines). Forty panels per side were used.

panels per each side of a square) was used (Fig. 8). The value
of Aoy 0N the right-side boundary was then obtained from the
predicted temperatures and heat fluxes on that boundary (Fig.
9). There was a large discrepancy in the computed Ay, values
when only the opposite boundary (left-side boundary) was over-
specified, since this boundary is far away from the unspecified
right-side boundary. The maximum error in predicted h,,, was
dramatically reduced to about 2 percent when bottom, left-side,
and top boundaries were over-specified (Fig. 9).

Sensitivity to Errors in the Input Temperatures. It is of
utmost practical importance to access the influence of measure-
ment errors of boundary values in any newly proposed inverse
boundary value determination algorithm. Adding a random error
based on the Gaussian probability density distribution to the
temperature measurements numerically simulated this effect. A
random number, 0 < R < 1, was generated using a standard

0 0.25 0.5 0.75 1
1.4 . [T R R S DRSSO TN U PV N R N SN SV L TR S |- 1.4
1.3 ~ 1.3
1.2 - - 1.2
-~ 1.1 - 1.1
x ] -
~ ] X
A - 1
E . 3
z 09+ = 0.9
£ 083 - 08
o ] N
0 3 N
T 074 - 0.7
08 ".: ——5—— BEM (3 sldes over-spec.) E' 08
3 —A—— BEM (1 side over-spec.) F
05+ Analytic - 0.5
0.4 +—T—T—T—r—p—r—T—r—r—~————————1F 0.4
0 0.25 0.5 0.75 1

CKINK TAPSCO, NG Y-COORD (m)

Fig.9 Convective heat transfer coefficient predicted by the inverse BEM
on the right boundary of a square plate when: (a}) the left boundary
(triangles), and (b) bottom, left, and top boundaries (squares) were over-
specified. Ten panels per side were used.
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Fig. 10 Sensitivity of the predicted distributions of h..,, on the bottom
boundary for different standard deviations of the intentionally introduced
errors in over-specified temperatures on the remaining three boundaries
in the first test case. SVD and ten panels per side were used.
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Fig. 11 Sensitivity of the predicted distributions of h..., on the bottom
boundary for different standard deviations of the intentionally introduced
errors in over-specified fluxes on the remaining three boundaries in the
first test case. Tikhonov’s regularization and ten panels per side were
used.

RANF utility subroutine on Cray C-90 computer. The desired
variance o2 was specified in the input data and the error was
added to the analytical temperature data points, T, according to

Tperws = T = V=202 In R. (8)

Here, addition and subtraction of the random error had a 50—
50 chance of been chosen. The errors were assumed to be
additive and the same variance was prescribed for all tempera-
ture measurements.

This simple test of sensitivity was applied to the second
variant of the first test case discussed in this paper with the
unknown heat convection on the bottom boundary, while the
remaining three sides of the rectangle (AR = 1) were over-
specified. The input temperatures had intentionally introduced
random errors. The predicted values of A, had a maximum
local error of 4 percent when average perturbation was 0.01
percent of Ty, (Fig. 10). A maximum local error of 8.5 percent
was realized when average perturbation was 0.1 percent of Ty, .
It increased to 16 percent when the average perturbation was 1
percent of Tp,. The maximum local error in predicted A.ony
reached 33 percent when the average perturbation of supplied
(measured) boundary temperature was 10 percent of the maxi-
mum temperature in the field. At the same time, it can be
seen (Fig. 10) that the average error in the predicted h,, is
approximately the same magnitude as the average level of the
perturbations (errors) introduced in the boundary temperatures.

Sensitivity to Errors in the Input Fluxes. A similar re-
sponse of this inverse BEM code was obtained when the random
errors were intentionally introduced in the input heat fluxes
(according to a formula similar to Eq. (8)) on the three over-
specified boundaries (Fig. 11). For all practical purposes, there
was no net bias in the simulated input measurement errors. For
example, when an input error of 0.01 *Q,,,x was introduced, the
net bias in the integrated boundary heat flux averaged over each
boundary was 5 X 107° or 0.05 percent of the unperturbed
average heat flux on that boundary. By comparing Figs. 11 and
10, it can be seen that the average error in the predicted values
of Ay is somewhat higher in the case with input errors in heat
fluxes than in the case with input errors in temperatures. It is
remarkable that the level of average error and the peak error in
the predicted Ao,y are of the same order of magnitude as the
average errors and the peak errors in the input values of heat
fluxes on the over-specified boundary.

In these test cases, Tikhonov’s regularization was found to
provide better results compared to SVD. Table 1 lists the opti-
mum Tikhonov’s regularization parameters, 7rxy, that were
found using numerical experimentation on two different com-
puters for two different levels of BEM discretization and then
utilized in the inverse BEM code. Since Tikhonov’s regulariza-
tion acts as an artificial sink of energy, Martin and Dulikravich
(1996) demonstrated that higher values of 7rky lead to a rapidly
increasing bias in the integrated computed heat fluxes. This
could be improved significantly by increasing the amount of
over-specified data. Figure 12 demonstrates improved results
when each boundary was discretized with 40 panels on a higher
precision computer (Table 1).

Conclusions

It has been demonstrated how a simple modification to any
existing BEM analysis algorithm for the solution of Laplace’s
equation can transform it into an inverse non-iterative determina-

Table 1 Various levels of intentional errors in the over-specified boundary heat fluxes and the corresponding Tikhonov’s
regularization parameters used in the BEM inverse problems: (¢) on a PC with 10 boundary elements per side resulting
in a condition number of matrix = 7, and (b) on the Cray with 40 boundary elements per side resulting in a condition

number of matrix = 14

[ 0.000IQmax 0.00Ianx 0.01anx 0.03anx O.Ianx
Trxu o0 the Cray 1% 107 1 X 1078 1x 107 5% 107 1% 1072
Trxu O @ PC 5 x 1077 5x 10 5% 107? 5% 107 2 x 107!
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tion code for unknown distributions of steady convective heat
transfer coefficients. This approach is applicable to arbitrarily
shaped two and three-dimensional solids where at least part of a
boundary can be over-specified with both temperatures and heat
fluxes. The code is very fast and robust since it requires inversion
of a single fully populated matrix. The inversion must be per-
formed using an algorithm suitable for almost singular matrices.
This method is relatively insensitive to the errors introduced in
the boundary measurements of temperature while somewhat more
sensitive to the errors introduced in the boundary measurements

334 / Vol. 120, MAY 1998

of heat fluxes. It should be noted that this method for determining
unknown steady distribution of heat convection coefficients is
inexpensive, since it requires only one temperature probe and one
heat flux probe. These two probes can be moved from point to
point on accessible boundaries, thus obtaining the over-specified
thermal boundary conditions.
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Comparison of Heat Transfer
Characteristics of Radial Jet
Reattachment Nozzle to In-Line
Impinging Jet Nozzle

The heat transfer characteristics of three submerged radial jet reattachment (RJR)
nozzles with exit angles of +45, 0, and —10 deg are compared to the heat transfer
characteristics of a conventional submerged in-line jet (1LJ ) nozzle. The nozzles are
compared at their favorable spacing from the impingement surface. The comparisons
are based on two criteria: (1) identical fluid flow power, and (2) identical peak
pressure exerted on the impingement surface. The local and area-averaged Nusselt
numbers are presented. Experiments were conducted for two different flow power
conditions. Comparison under identical flow power indicates that significant enhance-
ments in local and comparable enhancements in area-averaged Nusselt numbers can
be achieved with the RJIR nozzles over the conventional ILJ nozzle while being able
to control the net force exerted on the impingement surface. The comparison between
the ILJ and RJR nozzles on the basis of the same peak pressure exerted on the
impingement surface indicates that the zero degree exit angle RIR nozzle heat transfer
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characteristics are superior to the ILJ nozzle.

Introduction

Impinging jets have many applications, including the heating
or drying of food, paper, printer’s ink, tissue, textiles, chemicals,
film and the cooling of electrical equipment, turbine, and com-
bustor components. They are also used in glass, metal, and
plastics processing. The advantages of impinging jet systems
include the ability to control local transport rates by varying
not only flow rate and temperature, but also geometric parame-
ters such as jet diameter, jet-to-jet spacing, and jet-to-surface
distance.

In-Line Jet (ILJ) Nozzle. Systems that incorporate im-
pinging jets are generally composed of in-line, orifice, or slot
‘jets. The supply flow to the jet systems is provided by a reservoir
at a pressure above atmospheric and the flow exits the nozzle
and impinges on a surface. The conventional in-line jet (ILJ)
consists of a convergent section leading to a pipe with finite
length of constant cross section (see Fig. 1). The transport
characteristics of the ILJ nozzle are well documented and are
available in the literature (e.g., see Martin (1977), Obot et al.
(1980), Goldstein et al. (1986), Polat et al. (1989), and
Viskanta (1993)).

Radial Jet Reattachment (RJR) Nozzle. There have been
many attempts at altering a jet’s flow to increase its transport
characteristics, One such innovative nozzle is the Radial Jet
Reattachment (RJR) nozzle (e.g., see Page and Ostowari
(1985), Page et al. (1986), and Page and Seyed-Yagoobi
(1990)).

The basic concept of a submerged RIR is shown in Fig. 2.
The stream of air is directed in an outward radial direction to
a point where it separates from the nozzle into a free stream.
The turbulent viscous mixing that occurs at the boundaries of
this stream induces secondary flow by mass entrainment. When
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placed near a flat surface, the induced flow from the lower
boundary of the radial jet stream creates a low-pressure region
beneath the nozzle. The low-pressure region forces the jet
stream to turn downward until the stream impinges, or reat-
taches, on the flat plate in a ring centered around the nozzle.
The stream, now reattached to the surface of the flat plate,
divides. Part of the stream turns radially outward and the re-
mainder radially inward. This process results in a highly turbu-
lent reattachment ring. The intense turbulence associated with
this phenomenon is mainly responsible for the high heat and
mass transfer between the fluid and the impingement surface.

The characteristic flow pattern of the RJR also provides an-
other unique feature: The magnitude and direction of the net
force exerted by the fluid on the reattachment surface can be
controlled (Page et al., 1990). Zero and even negative net forces
can be attained with different designs of the RJIR nozzle. Spe-
cifically, the flow exit angle can be used to control the force
on the impingement surface. The force exerted by the jet on
the surface can be estimated with:

Force = A+ p+V? sin (8) (H
where A is the exit area of the jet, p is the density of the fluid,
V is the jet exit velocity, and @ is the jet exit angle. Negative
exit angle results in the flow exiting the nozzle away from the
surface and then turning down to reattach. This produces a net
negative force on the surface.

Previous studies on the ILJ nozzle and the RJR nozzle have
dealt with both the heat transfer and mass transfer characteristics
of the nozzles (Habetz et al., 1992; Ostowari and Page, 1992).
Habetz et al. (1992) reported that significant improvements in
drying rates could be achieved by the RJR nozzle over the ILJ
nozzle when both the nozzles were compared under the same
mass flow rate condition. Ostowari and Page (1992) compared
the heat transfer characteristics of the ILJ and the RJR nozzles
under the same mass flow rate. They reported significant in-
creases in the local and average heat transfer coefficients for
the RJR nozzle compared to the ILJ nozzle.

The RIR technology has been successfully transferred to in-
dustry. For instance, RJR nozzles are used in the dryer sections
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Fig. 1 Schematic of in-line jet (ILJ) nozzle
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Table 1 Operating conditions: Case 1

wnJy RIR RJR RJR RJR* ILJ**
6=-10° 6=0 8= +45° 8=10
Nozzle Pipe Re number 31,900 25,700 24,300 27,900 57,200 29,300
Pipe Velocity (m/s) 18.4 14.9 14.3 16.3 33.1 16.9
Mass Flow Rate (kg/s) 0.012 0.010 0.009 0.011 0.026 0.011
Flow Power (W) 23 2.3 23 2.3 32.5 2.3
Height, X,/D 6.0 0.5 0.5 0.5 0.5 0.5

* This operating condition provided a peak pressure on the impingement surface equal to the
peak pressure generated by ILY nozzle under the operating condition given in this table.
**Corresponds to almost 2 wall jet.

sons are based on two separate criteria. The first criterion is the
comparison of the nozzles under the same fluid flow power.
The RJR and ILJ nozzles being two different geometries, any
fair comparison between them should take into account the
additional pressure drop in the RIR nozzle due to the deflection
of flow caused by the bottom plate. A comparison under identi-
cal flow power condition accounts for such additional losses in
the RIR, thus providing a realistic basis for comparing the two
nozzles. It should be noted that this pressure drop varies for
different exit angles of the bottom plate and consequently, the
mass flow rate for the 45 deg exit angle RJR nozzle is larger
than that of the O deg RJR nozzle under the same flow power
condition (see Tables 1 and 2).

Previous comparisons have been made under the same exit
velocity or the same mass flow rate. However, these compari-
sons can be misleading. In the case of the ILJ and the RIJR
nozzles of the same pipe diameter, a comparison of the nozzles
under the identical exit velocity would favor the ILJ nozzle
since the mass flow rate is larger for the ILJ nozzle under such
conditions. This is true because the exit hydraulic diameter of
the RJR nozzle is typically smaller than the pipe diameter of

S Table 2 Operating conditions: Case 2
r
Fig. 2 Schematic of radial jet reattachment (RJR) nozzle w em:o :n; o R‘":s Ly
= .10° = =+45°
Nozzle Pipe Re Number | 49,500 40,000 36,300 43,400 45,000
of paper-making machines, Significant enhancements in the dry- Pipe Velocity (m/s) 285 23.0 211 2.1 2.6
ing rates have been achieved with these RIR nozzles (Thiele Mass Flow Rate (kg/s) | 0.019 0.015 0.014 0.017 0.017
et al., 1995). Flow Power (W) 8.4 8.4 8.4 8.4 8.4
Objective. This paper compares the heat transfer character- Helght, %/D 60 03 03 03 o3
istics of a single submerged RIJR nozzle to the heat transfer
characteristics of a single submerged ILJ nozzle. The compari- **Corresponds to almost a wall jet.
Nomenclature
A = exit area of the nozzle, m? Nu = average Nusselt number T, = local heated foil temperature, °C
A = heated area of the foil, m? P = fluid flow power, W T.a = local adiabatic foil temperature, °C

b = exit width of the RJR nozzle, m
D = inner diameter of the nozzle, m
hi.. = local heat transfer coefficient, W/

m?K
h.,, = average heat transfer coefficient
defined on the basis of local heat
transfer coefficient, W/m?K .
% = average heat transfer coefficient tion, m
defined on the basis of area-aver-
aged surface temperature, W/

1l

m’K
I = current, A
ILY = in-line jet u+D/y
m = mass flow rate, kg/s

Nuye. = local Nusselt number

336 / Vol. 120, MAY 1998

P — Pum = pressure drop, Pa
q'n = convected heat flux, W/m?
Ggen = generated heat flux, W/m?
qona = conducted heat flux, W/m?
dra = radiated heat flux, W/m?
r = distance in the radial direc-

r, = inner radius of the nozzle, m
r; = final radial integration dis-
tance for area averaging, m
Re = pipe Reynolds number =

AT = local surface temperature differen-
__ tial, °C
AT = area-averaged surface temperature
differential, °C
u = pipe velocity, m/s
V = exit velocity of the RIR nozzle, m/s
X, = height of nozzle exit from the im-
pingement surface, m
0 = exit angle of the free jet, deg
v = kinematic viscosity, m*/s
p = density, kg/m?
¢ = voltage, V

RJR = radial jet reattachment
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Fig. 3 Schematic of heat transfer jet impingement facility

the ILJ nozzle. In contrast, a comparison under equivalent mass
flow rate would bias the results toward the RIR nozzle since
the exit velocity for the RIR nozzle is typically larger than the
exit velocity of the ILJ nozzle, contributing to higher heat trans-
fer rates. In the case where the exit hydraulic diameters of the
two nozzles are identical, a comparison under the same Reyn-
olds number (and consequently, same mass flow rate and exit
velocity ) would still be meaningless owing to dynamically dis-
similar flows. A comparison of the two nozzles under identical
fluid flow power, on the other hand, properly accounts for the
different nozzle geometries, by compensating for the pressure
losses due to deflection of flow from the normal direction for
the RJR nozzles. Hence, for an operational comparison, the
power requirement to operate the nozzles should be considered.
This paper highlights the importance and application of fluid
flow power as a comparison criterion by choosing a particular
case of identical pipe diameters of the ILJ and RJR nozzles.
Such a case is typical when one is interested in retrofitting
existing ILJ nozzles into RJR nozzles.

The second comparison criterion is based on the same peak
pressures exerted by the nozzles on the surface. This type of a
comparison is important when the peak pressure exerted on the
surface by the nozzle is restricted in certain industrial applica-
tions.

Experimental Setup

Nozzle Geometry. The ILJ and RJR nozzles used for this
study consisted of a 2.7 cm inner diameter pipe nozzles with a
length of 15.2 cm. Three RIR nozzles with exit angles of +45,
0, and —10 deg were considered. The RJR nozzle exit width,
b, was 0.5 cm and the bottom disk diameter was 3.8 cm (see
Fig. 2).

Test Facility. The experimental setup used for this study
is shown in the Fig. 3. The test apparatus consisted of a rigid
frame to which a plenum and nozzle assembly was attached
above a flat impingement foil. The plenum was provided with
a flow straightener at its entry in order to eliminate any flow
disturbances initiated upstream of the plenum. A pressure tap
was provided downstream of the flow straightener in the ple-
num. An elliptically convergent piece provided the transition
from the plenum to the nozzles. The nozzles could be screwed
into this transition piece interchangeably. Dry air was supplied
from two dedicated compressors and a heatless dryer that pro-
vided a dew point of —40°C. The supply air was maintained at
a constant temperature by upstream heaters. The flow rate to
the nozzles was measured by a choked flow converging nozzle
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located upstream of the flow. An inclined tube manometer was
used to measure the pressure drop between the plenum and the
ambient air.

The facility utilized a thin electrically heated stationary foil
upon which the air jet impinged. The flat foil consisted of a
sheet of Inconel alloy 600, 0.42 m wide by 0.72 m long, with
a thickness of 0.0254 mm. This material was chosen because
of its high electrical resistance and uniform physical properties.
Furthermore, the small foil thickness ensured a negligible tem-
perature difference between its top and bottom surfaces. The
Inconel foil was stretched over a Plexiglas sheet and clamped
between two copper tubes, which also served as the electrical
bus source. A vacuum was applied to the bottom of the Inconel
sheet via 609 holes (21 X 29) drilled within the Plexiglas. This
design assured a flat surface during the experiment and low
conductivity below the Inconel foil. The upper surface of the
Inconel sheet was painted dull black to provide a high constant
emissivity, approaching 0.98. The Inconel foil was heated by
applying direct current across the copper bus bars. Due to the
homogeneous nature of the Inconel material, the energy release
per unit area of the foil was constant throughout the foil and
could be accurately determined by knowing the heated area, and
the input current and voltage. The electrical contact resistance
between the copper rods and the Inconel foil was negligible,
and hence no correction was made for the electrically generated
heat flux calculations.

The foil surface temperatures were measured with an infrared
camera and recording system (Mikron Model 6T62). This ther-
mal imaging system has a temperature resolution of up to
0.025°C. A pressure tap, located on the impingement surface,
was used for surface pressure measurements. The differential
pressure (p — Pum) Was measured using a pressure transducer
(Validyne model DP103-16). The plenum and nozzle assembly
could be moved horizontally to provide for localized pressure
measurements along a radial line on the surface.

Testing Procedure. Ali experiments were conducted while
ensuring that the supply air temperature at nozzle exit was kept
close to the ambient room temperature (within +0.1°C), so
that any thermal entrainment between the exiting jet and the
surrounding would be minimized. The pressure drop across the
plenum was noted for each experiment, and the mass flow rate
was controlled accordingly to provide for a constant flow power
for both the ILJ and RIR nozzles. The foil heat flux was main-
tained at around 272 W/m?, which provided a temperature dif-
ferential of less than 5°C with respect to ambient air for all
parts of the foil. This temperature differential ensured low radia-
tion losses from the foil to the surroundings, and also minimized
conduction losses below the foil. The free convection at such
temperature difference was found to be negligible in comparison
with the forced convection effect due to the impinging jet. For
each steady-state flow condition, a typical measurement in-
cluded a recorded thermal image of an adiabatic foil (no electri-
cal heating), followed by another recorded thermal image of
the heated foil. The analysis then involved a digital subtraction
of the two stored thermal images, followed by converting these
temperature differentials to corresponding heat transfer coeffi-
cients. The infrared images were found to be fairly symmetric
in the radial direction, from the nozzle centerline. Pressure mea-
surements along the impingement surface were conducted for
the ILJ and the RJR nozzles to measure the local pressures
exerted by the jets on the surface.

Calculation Procedure. The local heat transfer coefficient
corresponding to the local temperature differential at each loca-
tion along a radial line, starting from the nozzle centerline, was
calculated as follows:

”
4 conv

e =
Th - Ta(l

(2)

where the local adiabatic foil temperature, 7,4, and local foil
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heated temperature, T,, are known at each surface point. At
these locations, the convected heat flux needed for the local
heat transfer coefficient calculation was determined from

(3)

The electrically generated resistance heating was calculated
from measured values of the heated foil area, and the voltage
and current as follows:

n —_ n " "
Geonv = qgen ~ Geond — Grad

$-1
Apoit

Gen = (4)

At each of the radial locations, the conduction losses were
determined from known apparatus conductance values and mea-
sured temperatures. The radiation losses at these locations were
calculated from room and foil temperatures. Radiation and con-
duction losses accounted for less than 3 percent of the total heat
flux in all the experimental cases.

The local Nusselt number was calculated based on the ther-
mal conductivity of the jet at nozzle exit condition and the inner
pipe diameter for the in-line jet nozzle and the RIR nozzle as
follows

Nuy,e = M
k

(5)

Practically, the area-averaged heat transfer coefficient is more
important than the local heat transfer values in the design of
impinging nozzle applications. This is because the area of con-
cern in process industries is typically larger than the nozzle
cross-sectional area. The average heat transfer coefficient can
be defined in two ways. For an axisymmetric jet, the local heat
transfer coefficients can be integrated over possible areas of
concern (7r}) as follows:

g = f ’ huoo(ryrdr 6)
rf 0 .

which follows from the mathematical definition of integration.
Equation (6) has been used in our previous publications (for
example, see Ostowari and Page (1992) and Page et al.
(1993)). A more correct definition of average heat transfer
coefficient for a constant heat flux surface in terms of an average
surface temperature (for example, see Viskanta (1993)) is as
follows:

)]
where the area average temperature differential is defined as
—_ —— 2 Y
AT = (T, — Tw) = Ff (Tu(r) — Tua(r))rdr  (8)
F Vo

In the present paper, the local heat transfer data were averaged
based on the average surface temperature using Eq. (7). The
average Nusselt number was calculated based on the average
heat transfer coefficient as follows:

— heD
Ny = — 9
u % (9)
The fluid flow power was calculated from
p=".ApP (10)
p

where ni, p, and AP are the mass flow rate, fluid density, and
pressure drop across the nozzle. The pressure differential, AP,
across the nozzles was measured between the pressure tap lo-
cated in the plenum and the ambient air. Since the flow velocity
was small in the plenum, no velocity correction term was added
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Fig. 4 Local Nusselt number for ILJ and RJR nozzles: P = 23 W

to the pressure drop in Eq. (10). The mass flow rate for the
ILJ nozzle was larger than for the RJR nozzle operating under
the same flow power (see Tables 1 and 2). This was because
the pressure drop across the RJR nozzle was higher than the
pressure drop across the ILJ nozzle, thus resulting in a lower
mass flow rate in order to maintain the same flow power for
both the nozzles. The Reynolds numbers in the Tables 1 and 2
are based on the inner pipe diameter and pipe velocity for the
ILJ and the RIR nozzles.

Experimental Results

Initial experiments for the ILJ nozzle were conducted at vari-
ous nozzle heights. The optimum height criterion used for the
ILJ nozzle was based upon determining the height that produced
the maximum value of Nuy, at the nozzle centerline. The opti-
mum height for the ILJ nozzle corresponded to six nozzle diam-
eters, which is in agreement with the reported data in the litera-
ture (Downs and James, 1987). This nozzle-to-surface spacing
is also in agreement with the average heat transfer correlation
(based on a circular area with a radius of ten times the nozzle
diameter) reported by Klammer and Schupe (Viskanta, 1993).
In addition, another experiment was conducted for the ILJ noz-
zle at a close nozzle to surface spacing of 0.5 D. Initial detailed
experiments were also conducted for the zero degree RIR nozzle
at various heights. It was observed that the RJIR nozzle per-
formed better (both local and average heat transfers over the
entire surface) as the nozzle to surface spacing was reduced.
The test case of X,/D = 0.5 produced the best overall results
for the RIR nozzle over the heights tested. Experiments below
X,/D of 0.5 were not possible to conduct because of adverse
viewing requirement for the infrared imaging system. This
height of 0.5 D for the RJR nozzles agrees well with previously
published data by Ostowari and Page (1992).

Comparison Based on Identical Fluid Flow Power. Two
different flow powers were investigated. The first flow power
of 2.3 W corresponded to the ILJ Reynolds number of 31,900.
The results presented here are based on the operating conditions
given in Table 1. Figure 4 shows the local Nusselt number and
the local heat transfer coefficient as a function of nondimen-
sional radius, r/r,, where r, is the nozzle pipe inner radius. The
radius, r, originates from the center point directly below the
nozzle. The results indicate that the local Nusselt number was
higher at the nozzle center point (r/r, = 0) for the ILJ nozzle,
but less than the RJR nozzles near the corresponding reattach-
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Fig. 5 Average Nusselt number for ILJ and RJR nozzles: P = 2.3 W

ment rings. According to Fig. 4, the location of peak local
Nusselt number, which occurred within the reattachment ring
for RIR nozzles with +45, 0, and —10 deg exit angles, were at
rir, of 2.0, 2.9, and 3.1, respectively. The reattachment ring
used in this context is a boundary or region of a physical space
where the recirculating flow beneath the RJIR nozzle was sepa-
rated from the flow that was following the impingement wall
curvature (flat plate), similar to a wall jet. For the RJR nozzle,
the local Nusselt number was low in the recirculation region but
increased rapidly near the reattachment region, with a maximum
peak in the reattachment region, followed by an exponential
decay past the reattachment region. The peak local Nusselt num-
bers were significantly higher for the +45 and 0 deg RJR noz-
zles than for the ILJ nozzle while that of a —10 deg RJR nozzle
was comparable to that of the ILJ nozzle. For example, the RIR
nozzle with a +45 deg exit angle produced a peak local Nusselt
number of 277 while the ILJ nozzle operating at X,/D = 6.0
produced a peak local Nusselt number of 188. A direct compari-
son of the Nusselt numbers between the ILJ and the RIR nozzles
was possible since the Nusselt numbers were based on the same
inner pipe (for the ILJ nozzle) or approach inner pipe (for the
RJR nozzle) diameter for both the nozzles. The Nusselt numbers
were not significantly different from the heat transfer coefficient
values because the magnitades of the inner pipe diameter and
the thermal conductivity of ambient air were almost the same.
Also shown in this figure is a plot of the ILJ nozzle operating
at close nozzle to surface spacing of 0.5 D, for the same flow
power, which will be discussed later.

Figure 5 presents the area-averaged Nusselt number and heat
transfer coefficient as a function of dimensionless area ratio,
(r;/r,)*. This dimensionless ratio represents the area, 7r}, over
which the data were averaged divided by the nozzle inner pipe
area, 7r 2. The presentation of data by this averaging technique
provides for a better comparison of the effectiveness of one
nozzle over the other for the same flow power. For the RIR
nozzle with +45 deg exit angle, the maximum enhancement of
19.7 percent in average Nusselt number over the ILJ nozzle at
a X,/D = 6.0, is obtained at an (r4/7,)? of 9.9. The maximum
enhancement in the average Nusselt number for the 0 deg exit
angle RJR nozzle was 4.8 percent while the —10 deg RJR nozzle
showed a reduction of 7.4 percent in its peak average Nusselt
number. Enhancement was defined as the ratio of the difference
in Nu between the RIR nozzle and the ILJ nozzle, over the
Nu of the ILJ nozzle, at a particular nondimensional area from
the centerline. Thus, the maximum enhancements for the RJR
nozzles corresponded to the location of their peak Nu values.
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The ILJ nozzle at X,/D = 6.0 showed higher area-averaged

heat transfer than all the RIR nozzles for areas larger than (r,/

r,)? = 63. Although the average Nusselt number was low or

at best comparable for the 0 and —10 deg RJR nozzles to the

ILJ nozzle, the true advantage of the 0 and —10 deg RJR nozzles
was that it exerted a zero or a net negative force on the reattach-

ment surface.

Additional similar sets of experiments were conducted to
compare the heat transfer characteristics of the RJR nozzle to
the ILJ nozzle at a higher flow power of 8.4 W, which corre-
sponded to a highly turbulent ILJ nozzle Reynolds number of
49,500. The operating conditions for these sets of experiments
are given in Table 2. Figures 6 and 7 illustrate the local and
average Nusselt number values, respectively. An interesting ob-
servation was that the maximum enhancements in Nu for the
RJR nozzle cases of 0 and —10 deg were significantly higher
(8.1 percent and 4.8 percent, respectively) for the higher flow
power case (Fig. 7), compared to their corresponding maximum
enhancements in the lower flow power case, as seen in Fig. 5
(4.1 percent and —7.4 percent, respectively). The RIR nozzle
with the 45 deg exit angle, on the other hand, showed a decrease
in enhancement for the higher flow power case (5.5 percent)
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Fig. 7 Local Nusselt number for iLJ and RJR nozzles: P = 84 W
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compared to the lower flow power case (19.7 percent). Again,
the ILJ nozzle at X,/D = 6.0 showed higher Nu than all the
RIR nozzles at areas larger than (r/r,)* = 39.

Finally, included in Figs. 4—7 are the heat transfer results
for the ILJ nozzle operated at X,/D of 0.5. Such close spacing
to the impingement surface represents almost a wall-jet-type of
flow for the ILJ nozzle. As seen in Figs. 6 and 7, the local and
average values of Nusselt number for the ILJ nozzle operated
at X,/D of 6 were higher within the stagnation region than the
corresponding values of ILJ nozzle operated at X,/D of 0.5.
However, the ILJ nozzle at X,/ D of 0.5 produced higher average
Nusselt number values than the ILJ nozzle at X,,/D of 6, beyond
(r;/r,)* of approximately 9.5. At X,/D of 0.5, the ILJ nozzle
Nu,,. data showed two local maxima occurring at r/r, of 1.5
and 3.9. The same trend was observed for the ILJ nozzle at the
low flow power as well (Fig. 4). These observations were simi-
lar to those reported by Lytle and Webb (1991). There has
been speculation and disagreement among investigators as to
the physical explanation for the second peak in the local Nusselt
number value (see Viskanta, 1993 ). This second peak could be
due to ring-shaped wall eddies induced consecutively by the
large-scale toroidal vortices hitting the plate (Popiel and Trass,
1991). It is also suggested that the second maximum is a result
of a transition from laminar to turbulent flow in the boundary
layer (Lytle and Webb, 1991). The ILJ at this nozzle-to-surface
spacing shows significantly higher average heat transfer coeffi-
cient than the RJR nozzles.

Comparison Based on Identical Peak Pressure. The re-
sults for comparison under identical peak pressures exerted on
the impingement surface are shown in Fig. 8. Figure 8 (a) shows
the pressure distribution on the surface as a function of the
nondimensional radial distance from the nozzle centerline, r/
r,. The data have not been presented in the form of a nondimen-
sional pressure coefficient because the exit velocities for the
ILJ and RJR nozzles are different. As seen from the graph, the
ILJ nozzle at X,/D = 0.5 and X,/D = 6.0 exerts high local
surface pressures at the impingement point, followed by a de-
crease away from the nozzle centerline. For the ILJ nozzle at
X,/D = 0.5, the peak pressure was slightly higher and was
more spread in the region close to the nozzle compared to the
X,/D = 6.0 case. The 0 deg RJIR nozzle surface pressure profile,
at the same peak pressure as the ILJ nozzle of X,/D = 0.5
case, had the flow power increased to 32.5 W (see Table 1 for
corresponding operating conditions). Also shown in the figure
is the pressure exerted on the surface by the O deg RJR nozzle
operating at the same flow power as the ILJ nozzle cases. The
net force exerted by the ILJ nozzle at a height of 0.5 D from
the impingement surface was 0.4184 N while that of the RIR
0 deg nozzle for the same flow power of 2.3 W was only 0.071
N (5.9 times lower than the ILJ case).

The flow under the RIR nozzle is at subatmospheric pressure.
Thus, we have both positive and negative surface pressures
exerted on the surface with the RJR nozzle. At high flow rates,
this may tend to warp a delicate surface. This condition can be
avoided by installing RIR nozzles on both sides of the surface
in order to balance the local negative and positive pressures to
prevent warping.

The local and average Nusselt number for the RIR nozzle
with 0 deg exit angle with a matching peak pressure to ILJ
nozzle at X,/D = 0.5 are shown in Figs. 8(») and 8(c), respec-
tively. The RIR nozzle local peak Nusselt number was higher
by a factor of 2.2 over the ILJ nozzle case of X,/D = 0.5. The
0 deg RJR nozzle showed a maximum average Nusselt number
enhancement of 70.0 percent at (r//7,)> of 18.6. Similar en-
hancements could also be demonstrated if the RJR nozzle was
compared to the ILJ nozzle case of X,/D = 6.0. It should be
mentioned that the enhancement in heat transfer is at the ex-
pense of a significant increase in flow power (14 times that of
the ILJ nozzle) for the 0 deg RIR nozzle.
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Fig. 8 Comparison under identical peak pressures for ILJ and RJR noz-
zles

Error Analysis

An error analysis was performed based on the method pro-
posed by Kline and McClintock (1953). In particular, for the
optimum ILJ nozzie case of X,/D = 6.0 and for the 0 deg RJR
nozzle case of X,,/D = 0.5 (both for the higher Reynolds number
set of experiments), the maximum and minimum values of
uncertainty for the local Nusselt number were found to be 10
percent and 7.4 percent, respectively, for the ILJ nozzle. The
maximum and minimum values of uncertainty for the local
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Nusselt number of the 0 deg RJR nozzle were found to be 15.5
and 8.0 percent, respectively.

To confirm repeatability of the results, several cases of se-
lected experiments were studied. The minimum and maximum
standard deviation of Nuy, values for the ILJ nozzle at X,/D
= 6.0 (at higher flow power) were 0.0 and 14.0, respectively,
over three cases. The minimum and maximum standard devia-
tions for Nu for this ILJ case were 0.8 and 11.1. The minimum
and maximum standard deviation for the Nu,, and Nu values
of the 0 deg RIR nozzle case at higher flow power were 0.2,
22.4 and 0.3, 5.1, respectively, over four repeated cases. The
minimum and maximum standard deviation of Nu,,, and Nu for
the +45 deg RIR nozzle, at the high flow power case were 0.3,
16.3, and 1.6, 7.4 respectively, over four repeated cases. In all
of the above-mentioned values of Nu,,, and Nu, the maximum
percentage error was not greater than 8.6 percent. The high
values of standard deviation for the ILJ corresponded to the
stagnation point, whereas the maximum value of standard devia-
tion for the RIR nozzle corresponded to the reattachment or
recirculation region.

Conclusions

The heat transfer characteristics of RIR nozzles with exit
angles of +45, 0, and —10 deg were compared to the heat
transfer characteristics of an ILJ nozzle. The comparisons were
made at each nozzle’s favorable spacing from the impingement
surface and based on two criteria: (1) identical flow power, and
(2) identical peak pressure. Comparison under identical fluid
flow power was shown to be important from a practical point
of view when comparing dissimilar flows, such as those of ILJ
and RJR nozzles.

The results for the comparison under identical flow power
indicated that considerable enhancements in local Nusselt num-
bers were achieved with the +45 deg RIR nozzle, while the 0
and —10 deg nozzles provided comparable or lower heat trans-
fer. The ILJ nozzle showed higher area-averaged Nusselt num-
ber over large areas of integration compared to the RIR nozzles.
The surface pressure exerted by the 0 deg RJR nozzle was
very low compared to the ILJ nozzle at the same flow power.
Comparison of the nozzles under identical peak pressures indi-
cated that high enhancement was achieved with the RJR nozzle.

The RIR nozzle provided a mechanism to control the magni-
tude and the direction of the exerted force on the impingement
surface. This is particularly important in heating, cooling, or
drying of fragile surfaces. Also, since the RJR nozzle operates

Journal of Heat Transfer

at close nozzle to surface spacing, it is suitable for the design
of compact equipment.

Acknowledgments

This work was financially supported by the Texas A&M
University Drying Research Center and the Department of Me-
chanical Engineering.

References

Downs, S.J., and James, E. H,, 1987, “‘Jet Impingement Heat Transfer—A
Literature Survey,”” ASME Paper No. 87-H-35.

Goldstein, R. J., Behbahani, A. 1., and Heppelmann, K. K., 1986, ‘‘Stream-wise
Distribution of the Recovery Factor and the Local Heat Transfer Coefficient to
an Impinging Circular Air Jet,”” International Journal Heat Mass Transfer, Vol.
29, pp. 1227-1235.

Habetz, D. K., Page, R. H., and Seyed-Yagoobi, J., 1992, *‘A Drying Compari-
son of Radial Jet Reattachment and Standard In-Line Jet Impingement,’” Drying
'92, Majumdar, A. S., ed., pp. 953-962.

Kline, S. J., and McClintock, F. A., 1953, ‘‘Describing Uncertainties in Single
Sample Experiments,’”” Mechanical Engineering, Vol. 75, Jan., pp. 3-8.

Lytle, D., and Webb, B. W,, 1991, ‘‘Secondary Heat Transfer Maxima for Air
Jet Impingement at Low Nozzle-to-Plate Spacings,”” Experimental Heat Transfer,
Fluid Mechanics, and Thermodynamics, 1. F. Keffer, R. K. Shah, and E. N. Ganic,
eds., Elsevier, New York, pp. 776-783.

Martin, H., 1977, ‘‘Heat and Mass Transfer Between Impinging Gas Jets and
Solid Surfaces,”” Advances in Heat Transfer, Vol. 13, pp. 1-60.

Obot, N. T., Mujumdar, A. S., and Douglas, W.J. M., 1980, ‘‘Design Correla-
tions for Heat and Mass Transfer Under Various Turbulent Impinging Jet Config-
urations,”” Drying '80, Vol. 1, pp. 338-402.

Ostowari, C., and Page, R. H., 1992, **Convective Heat Transfer From a Radial
Jet Reattachment,’” AIChE Symposium Series, Vol. 88, No. 288, pp. 189-197.

Page, R, H,, and Ostowari, C., 1985, ‘‘Radial Jet Reattachment Flow,”* Bulletin
American Physical Society, Vol. 30, p. 1698.

Page, R. H., Ostowari, C., and Carbone, J. S., 1986, ‘‘Radial Jet Flow,”’ Proc.
4th International Symposium on Flow Visualization, Paris, France, pp. 512-521.

Page, R. H., Carbone, J., and Ostowari, C., 1990, ‘‘Radial Jet Reattachment
Force,” Experiments in Fluids, Vol. 8, No. 5, pp. 297-298.

Page, R. H., and Seyed-Yagoobi, J., 1990, ‘A New Concept for Air or Vapor
Impingement Drying,”” TAPPI Journal, Vol. 73, pp. 229-234.

Page, R. H., Ostowari, C., Seyed-Yagoobi, J., and Gruber, T.C., Jr., 1993,
‘‘Measurement of Impinging Jet Heat Transfer Utilizing Infrared Techniques,”
Experimental Heat Transfer, Fluid Mechanics, and Thermodynamics, Elsevier
Science Publishers, New York, Vol. I, pp. 726-731. °

Polat, S., Huang, B., Mujumdar, A. S, and Douglas, W. J. M., 1989, ‘‘Numeri-
cal Flow and Heat Transfer Under Impinging Jets: A Review,’” Ann. Rev. Num.
Fluid Mech. Heat Transfer, Vol. 2, pp. 157-197.

Popiel, C. O., and Trass, O., 1991, **Visualization of Free and Impinging Round
Jets,”” Exp. Thermal Fluid Sci., Vol. 4, pp. 253-261.

Thiele, E. W., Seyed-Yagoobi, I., Page, R, H,, and Castillo-Garcia, H., 1995,
‘‘Enhancement Drying Rate, Moisture Profiling, and Sheet Stability on an Existing
Paper Machine With RJR Blow Boxes,”” Proc. TAPPI Papermakers Conference,
Chicago, IL, pp. 223-228.

Viskanta, R., 1993, ‘‘Heat Transfer to Impinging Isothermal Gas and Flame
Jets,”” Experimental Thermal and Fluid Science, Vol. 6, pp. 111-134.

MAY 1998, Vol. 120 / 341

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Heat Transfer Enhancement in
Electronic Modules Using
Various Secondary Air Injection
Hole Arrangements

This paper reports an experimental investigation to study the effects of using various
designs of secondary air injection hole arrangements on the heat transfer coefficient
and the pressure drop characteristics of an array of rectangular modules at different
values of free-stream Reynolds numbers in the range 8 X 10° to 2 x 10°. The
arrangement used is either one staggered row of simple holes or one row of compound
injection holes. The pitch distances between the injection holes, as well as the injection
angles, were varied in both the streamwise and spanwise directions. Generally, the
presence of secondary air through the injection hole arrangement can give up to 54
percent heat transfer enhancement just downstream of the injection holes. The amount
of heat transfer enhancement and pressure drop across the electronic modules is
very much dependent on the design of the injection holes. The simple angle injection
hole arrangement tends to give a better heat transfer enhancement and less pressure
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drop than the compound angle holes.

1 Introduction

Heat transfer enhancement in electronic components contin-
ues to attract a lot of research activity toward achieving better
cooling techniques to meet the design and development of rather
complex circuits and dense electronic boards, characterized by
high rate of heat dissipation per unit of component area. The
topography of the electronic board plays a significant role on
the heat transfer rate and the pressure drop characteristics of
these boards.

Numerous experimental investigations on heat transfer en-
hancements in electronic modules, using various fin designs,
have been reported in the literature such as those of Sparrow
et al. (1983), Torikoshi et al. (1988), and Jubran et al. (1996).
Ratts et al. (1988) presented an experimental study of internal
flow modulation induced by vortex shedding from cylinders in
crossflow and its effect on cooling an array of chips. They
concluded that a heat transfer coefficient increase of up to 82
percent could be obtained when cylinders are placed periodi-
cally above the back edge of each row of chips. Myrum et al.
(1993) investigated the heat transfer and the pressure character-
istics of airflow in a ribbed duct with vortex generator placed
immediately upstream or just downstream of selected rib ele-
ments. Provided the diameter of the generator is large, the aver-
age Nusselt number was increased by as much as 21 percent.

Lau et al. (1989) studied the effects of lateral flow ejection
on the overall heat transfer coefficient and pressure drops for
turbulent flow through pin fin channels and found that the Nus-
selt number has increased with increasing the Reynolds number
and is reduced by as much as 25 percent as the ejection ratio
is increased from O to 1.0. Lehmann and Huang (1991) investi-
gated the potential of using secondary flow mixing to enhance
convective air cooling of board-mounted electronic components
through the use of vortex generators. Hollworth and Durbin
(1992) investigated the potential of using low-velocity potential
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impinging air jets for cooling simulated electronic modules and
obtained heat transfer enhancement of up to 50 percent. Jubran
and Al-Salaymeh (1996) reported preliminary results on the
use of secondary airflow for heat transfer enhancement and
obtained up to 51 percent increase in the heat transfer rate.

The aim of the present investigation is to study the heat
transfer enhancement and the pressure drop characteristics for
a uniform array of blocks using secondary air flow injection
holes. The parameters under consideration will include the
shape of injection holes, namely simple injection holes and
compound injection holes, the distance between the injection
of the holes, the injection angles of the holes, and the blowing
rate ratio.

2 Experimental Rig and Experimentation

The basic experimental setup used in this investigation is
basically a modified version of that used by Hollworth and
Durbin (1992). The setup consists mainly of a suction-type
wind tunnel with maximum flow rate of 0.24 m®/s. The main
body of the test section is a channel-like box 2 m in length,
0.33 m in width, and 0.04 m in height. The test section and the
wind tunnel have been constructed from 3 mm sheet metal. The
front sidewall of the test section accommodates at its middle
section a double glazing window to ease observation of the
array configurations during tests. At the air intake side of the
wind tunnel a bellmouth is attached, and a flow straightener is
placed at the front and at the trailing edge of the wind tunnel
test section with a gradual contraction, which is connected to a
circular cross-sectional pipe of the fan, Fig, 1.

The module array consists of uniform individual rectangular
elements manufactured from the light metal aluminum alloy
Duralumin. The modules in the array are arranged in 8 rows
each containing 5 elements. The basic dimensions of the mod-
ules are 25 mm side length, 15 mm width, and 10 mm height.
It should be pointed out that the long side of the module is
always parallel to the airflow. The spacings between the mod-
ules are 25 mm and 15 mm, in the streamwise and spanwise
directions, respectively. Figure 2(a) shows a typical basic array
configuration in the test section.
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Fig. 1 Schematic diagram of the experimental setup

The secondary air flow injection is carried out by drawing
air from a fan and then feeding it to a settling chamber, which
accommodates the injection mechanism. The injection mecha-
nism consists of one row of brass tubes of 6.2 mm outside
diameter and 6 mm inside diameter. The injection mechanisms
used have different pitch-to-diameter ratios between the holes,
namely P/D = 1.7, 2.5, and 5. The injection tubes are intercon-
nected by a flat plate to form an injection box, which again is
flush with the modules, Fig. 2(b). Three injection angles were
also used; 45, 60, and 90 deg. The angles were taken with
reference to the streamwise direction for the simple injection
holes and with reference to the spanwise direction for the com-
pound angle holes. The injection mechanism is located between
the third and fourth rows of modules, Table 1 summarizes the
geometric design of the injection models with reference to their
injection angles and the P/D ratios. The ratio of injection air
to free-stream is quantified using the blowing rate ratio, which
is defined as M = p,;U;/p..U... Different blowing rates for the
secondary air injéction were used in the range 0.25 to 2.96.
These experiments were conducted at free-stream Reynolds
numbers of 8 x 10 to 2 X 10*,

Each of the eight heat transfer active modules of the middle
column of the array is hollowed to the same size of the heater
such as to accommodate a 22 (2 resistance heater; each rated
at 2 W. This means that each row of the array will have an
active module in the middle of the row. The leads of the heaters
are insulated, and are connected to a variable DC power supply.

Table 1 Summary of injection model specifications

Injection P/D B° Q°
Model

A 5.0 60

B 2.5 60

C 1.7 60

D 5.0 45

E 1.7 45

F 5.0 90

G 2.5 90

H 1.7 90
A’ 5.0 60
B’ 2.5 60
c’ 1.7 60
D’ 5.0 45
E’' 2.5 45

The module’s power is held constant during the experiment,
such that the per module heat flux is kept constant. The modules
on the array test surface are fixed to a piece of 2.5 mm balsa
wood, which is fixed to a 5-mm wood sheet, Fig. 2(«). Each
module in the array is threaded to accommodate a 3 mm screw,
so that the modules are well attached to the base sheet.

The steady-state temperature of the rectangular modules was
obtained by embedding two copper constantan thermocouples
to the surface of each module of interest. All thermocouples
were connected via the 3530 Orion-A data logger. The pressure
drop across the modules arrays was determined by a total of 24
static pressure tappings mounted on the roof of the test section
just over the module array, and these were connected to an
inclined manometer sensitive to the measurements of small de-
flections as low as 0.05 mm of ethanol. This arrangement of
pressure tapping enables pressure drop to be obtained along the
module array as well as at locations before and after the array.
At each row there exist three tappings, and the average of these
was taken as the static pressure at that location. The air flow
rate was determined using a standard nozzle 7.02 cm in diameter
with a coefficient of discharge of 0.96 installed at the inlet

Nomenclature
A, = flow cross-sectional area of the L = module side length, m T.: = reference temperature of fluid, K
gap above the module, m? M = blowing rate ratio w = air flow rate through channel,
Ager = modules exposed area, m? N = denotes downstream row number, m’/s
b = module height, m or the total number of modules f = injection hole angle with respect

C = distance between rows of mod-

ules, m terest

downstream of the module of in-

to test surface as projected into
streamwise/normal plane

C, = pressure coefficient in presence
of secondary airflow injection
C,, = pressure coefficient of basic uni-
form array without secondary air-.
flow injection
D = diameter of injection cylinders or
holes
E = input voltage to the elements
heater, V
h = heat transfer coefficient, W/m?- K
H = height of test section channel, m
I = input current to the element
heater, amp
k. = thermal conductivity of air, W/
m-K

Journal of Heat Transfer

Nu = Nusselt number for the array con-
figurations with secondary air in-
jection

Nu, = Nusselt number for uniform array
configurations without secondary
air injection

P = distance between injection holes
g = heat flux rate, W

St, = Stanton number for atray configu-
rations without secondary air in-
jection

T... = surface temperature of the active
module, K

v = kinematic viscosity for air, m*/s

p = air density, kg/m’

1 = injection hole angle with respect
to test surface as projected into
spanwise/normal plane

Subscripts
a = air
act = active

conv = convection
I = injection
ref = reference
o = free stream
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injection mechanism

section of the fan. Various flow rates were obtained by varying
the speed of the fan.

Once the desired injection air mechanism installed in the test
section, the fan was switched on with the right amount of air-
flow. The temperature of the secondary injected air is the same
as that of the main flow in the test section. The heaters were
also switched on and the experimental setup was allowed to
reach steady state, which was obtained after about one hour. At
this instant of time, readings of temperature, input power, pres-
sure drop, and inlet temperature were recorded. The same proce-
dure was repeated for different injection air mechanisms and
free-stream velocities.

3 Data Reduction

The connective heat transfer rate g was determined from the
electrical power input to the module using

g = EI — Aq ()

where the term Ag is a small correction for conduction and
radiation heat losses from the module. In order to minimize the
radiation losses, the modules have been polished. Fixing the
modules to the balsa wood plate has minimized the conduction
heat losses. Hollworth and Durbin (1992) reported that the
conduction losses through such surfaces never exceed 4 percent
of the heat input to the module. Furthermore, Wirtz and Dyks-
hoorn (1984) used the same test surface and it was shown, by
a thermal imaging technique, that very little heat was conducted
into the balsa wood surface adjacent to the heat dissipating
modules. A correction factor was computed and applied during
the calculation of the heat transfer coefficients in order to ac-
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count for these heat losses. Assuming an emissivity of 0.04 for
the module’s surface, the correction factor combining both of
these losses was found not to exceed 10 percent of the electrical
power input.

The heat transfer coefficient was calculated from

q
h=— 94
Asurf(Tact - Tref)

where q is the heat input to the active module, A, is the five-
surface area of the active module exposed to the air flow, Ty
is the active module surface temperature, and T, is the steady-
state temperature of the passive modules at the first row of the
array.

Reynolds number (Re) and Nusselt number (Nu) are calcu-
lated from:

(2)

wL
Re = 3
©=a, (3
hL
Nu = — 4
! kair ( )

where w, L, A., v, and k,;, are the air volumetric flow rate, the
module side length that is parallel to the direction of the airflow,
the cross-sectional area of the empty space over the modules,
the kinematic viscosity of air, and the thermal conductivity of
the air, respectively.

Presentations of the pressure drop results were classified into
two groups. The first group is that for basic uniform module
array configuration where a fully developed regime is estab-
lished. In this region, the per-row pressure drop Ap., is ex-
pressed in terms of the per-row pressure coefficient as

Apmw
Cpp = it
P12y pV?

where V is calculated as w/A, and p is the air density. The
second group of pressure drop results is for when the various
air injection mechanisms are present in the array of modules.
This is expressed in dimensionless form as C,/C,,, where C,
represents the per-row pressure drop coefficient in the presence
of the injection holes.

(3)

4 Results and Discussions

Throughout the measurements made to establish the data pre-
sented in this paper, care was taken to note possible sources of
error, and an error analysis based on the method of Kline and
McClintock (1953 ) was carried out. The error analysis indicated
a 5 percent uncertainty in the heat transfer, =2 percent for
pressure coefficients, and £2 percent in the velocity. Tests were
repeated a few times to ensure the repeatability of the results.

175

180 |

126 |+

100 +

NUo

75

50

Row number

Fig.3 Row-by-row Nusselt number distributions for the basic array con-
figuration without secondary air injection
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4.1 Heat Transfer Results and Discussion. The row-by-
row distribution of the per-block Nusselt number for the basic
uniform module array configuration is shown in Fig. 3, for
different values of Reynolds numbers ranging from 8 X 10° to
2 x 10%. These results show that for all Re values, the maximum
Nu is attained at the first row of modules, which is attributed
to the impingement of the flow on the first row of modules.
Downstream of the first row, Nu decreases with the distance
up to the third row of modules after which Nu is independent
of the row location. These rows are consequently considered as
the fully developed region in the array, The results for the
basic uniform module array configuration at different Re values
together with those of Sparrow et al. (1982), Torikoshi et al.
(1988), Wirtz and Dykshoorn (1984), and Jubran and Al-Sa-
laymeh (1996) are shown in Fig. 4. These results were corre-
lated using the following form:

Nu, = aRe”

(6)
N

where Nu, and St, are the average values of the Nusselt number
and the Stanton number in the fully developed region of the
array, respectively. It is interesting to note that the values of
the exponent, m, for all investigations that are shown in Fig. 4
are in the range 0.65 to 0.86. On the other hand, the values of the
constants a and b are very much dependent on the dimensions
of the modules and the other array configurations parameters.
Although the Prandtl number was not variable in the present
study, it is included in the coefficients of Eqs. (6) and (7). For
the present investigation with L/H = 0.625 and the range of
Re used, the following correlations were obtained:

Nu, = 0.10 Re®”
St, = 0.14 Re ™%

St, = bRe""!

(8)
9

These correlations are in good agreement with those reported
in the literature. Sparrow et al. (1982), Torikoshi et al. (1988),
Jubran and Al-Salaymeh (1996), and Jubran et al. (1996) who
found the exponential, m, to be 0.72. It seems that the present
work, with the exception of Jubran et al. (1996), is the only
one that has made use of rectangular modules, while the other
investigations mentioned used square ones. It can be concluded
from this that when rectangular modules are used in an array
configuration, they tend to enhance the heat transfer rate over
that when square modules are used.

The effects of inserting different designs of secondary air
injection mechanisms between the third and fourth rows at a
fixed mainstream Reynolds number, Re = 1.6 x 10*, and blow-
ing rate ratios in the range 0.25 to 2.96, on the heat transfer
characteristic of the uniform array configuration are shown in
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Fig. 5 Row-by-row Nusselt number distributions of model A, P/D = 5
and g = 60 deg
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Fig. 6 Effect of P/D on Nusselt number ratio for 60 deg simple angle
injection holes at M = 1.0
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Fig. 7 Row-by-row Nussselt number distributions of model A’, P/D = §
and 2 = 60 deg

Figs. 5-10. The results are plotted in terms of the ratio of Nu
of the array with secondary air injection, to that Nu, of the
basic array configuration with a uniform module array without
air injection.

The per-row distributions of Nu/Nu, of injection model A
at blowing rate ratios 0.25, 0.5, and 1.0 is shown in Fig. 5. This
figure reveals that for all blowing rate ratios, the ratio Nu/Nu,
increases with increasing streamwise distance up to the fifth
row, where the maximum enhancement is attained, and then
decreases steeply to 8 percent lower than the fully developed
value without air injection at the last module. In particular the
maximum values of heat transfer enhancement at the fifth row
are approximately 15, 10, and 17 percent for blowing rate ratios
M = 0.25, 0.5, and 1.0, respectively. The effect of increasing
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Fig. 10 Row-by-row Nusselt number distributions of model D', P/D =
5.0 and 2 = 45 deg

pitch to diameter ratio between the holes, P/D = 1.68, 2.5, and
5 for 60 deg simple angle air injection model and blowing rate
ratio M = 1.0, on the heat transfer enhancement, is shown in
Fig. 6. It is clear that the optimum P/D is 2.5. This optimum P/
D is found to be the same for all blowing rate ratios investigated.

The effect of using compound angle air injection holes where
the secondary air is injected at 60 deg angle to the lateral direc-
tion of the mainstream flow (model A’) and M = 0.7, 1.0, 2.0,
and 2.96 is shown in Fig. 7. The figure indicates that upstream
of the injection holes the enhancement does not exceed 10
percent for all blowing rate ratios and it can be noted that
the enhancement is almost blowing rate independent. However,
downstream of the injection holes, a significant increase in the
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heat transfer enhancement is noted, with the maximum values
occurring at the fifth row for all blowing rates, except for the
highest blowing rate ratio M = 2.96, where the maximum en-
hancement in heat transfer is shifted to the sixth row with a
value of 30 percent. The effect of increasing pitch-to-diameter
ratio between the holes, P/D = 1.68, 2.5, and 5 for 60 deg
compound angle air injection model and blowing rate ratio M
= 1.0, on the heat transfer enhancement is shown in Fig. 8. It
is clear that the optimum P/D is 2.5, the same as that for simple
angle injection holes. A comparison between Figs. 6 and 8
indicates that the simple angle injection holes are slightly better
than the compound angle injection holes.

The results of the Nu/Nu, for simple angle injection holes
of 45 deg inclination to the streamwise directions and P/D =
5.0 (Model D) are shown in Fig. 9 for M = 0.5, 1.0, 2.0, and
2.96. It can be seen from this figure that a maximum heat
transfer enhancement of 35 percent is obtained for both M =
2.0 and 2.96. The results of Nu/Nu, for compound angle injec-
tion holes of 45 deg with respect to the lateral direction ( model
D'’) are shown in Fig. 10. The figure shows that as the distance
downstream is increased, the Nu/Nu, is increased up to the
maximum value at the fourth row, after which it decreases
steeply, but is still higher than 1. The presence of the secondary
air injection from this model tends to enhance the heat transfer
by 24, 27, 38, and 54 percent for M = 0.7, 1.0, 2.0, and 2.96,
respectively. Figure 11 compares the results of Nu/Nu, for
simple angle injection holes at 45 deg and compound injection
holes at 45 deg in the spanwise direction at M = 1 and P/D =
5.0. In general, the simple angle injection holes model tends to
give better heat transfer enhancement than the compound angle
injection holes model. Furthermore, rows 4 and 6 are favored
by receiving better cooling, which might suggest that the present
cooling technique could be used for modules with increased
cooling needs.

Although no flow visualization was carried out in the present
investigation, one may use similar arguments to that used in
film cooling of gas turbine blades, which uses similar injection
models to the one used in the present investigation, to explain
the heat transfer enhancement in the presence of secondary air
flow. In particular at blowing rates M > 0.5, jets from the
injection holes tend to lift off from the surface of the injection
models to form vortices, which tend to increase the mixing
between the mainstream flow and the secondary flow injection
and hence increase the heat transfer rate. The results reported
here show clearly that as the blowing rate is increased, the heat
transfer enhancement is increased.

4.1 Pressure Drop Results and Discussion. The effect
of the presence of various injection hole models located between
the third and fourth rows at different blowing rates has been
investigated. The results of C,/C,, are shown in Figs. 12 and
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Fig. 11 Effect of the injection angle type on Nusselt number ratio for 45
deg, M =1 and P/D = 5.0
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Fig. 13 Row-by-row pressure drop coefficient ratio of model A’, P/D =
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13, where C, is the local pressure coefficient in the presence of
the secondary airflow injection holes models, and C,, is the
local pressure coefficient of the basic uniform array without
secondary airflow injection. The parameters investigated in-
clude the blowing rate ratio, the injection angle, and the pitch-
to-diameter ratio, P/D.

Figure 12 shows the effect of secondary airflow injection
from simple angle injection holes at 60 deg in the streamwise
direction and P/D = 5.0 (model A), on the pressure drop ratio
C,/C,,, for blowing rates M = 0.25, 0.5, and 1. The figure
indicates clearly that the presence of the secondary air injection
tends to increase the pressure drop, especially at the location
of the injection model by as much as 60 percent. However, the
results also show that the C,/C,, is a weak function of the
blowing rate M. The results of the pressure drop ratio for the
compound angle injection model at 60 deg in the spanwise
direction (model A') is shown in Fig. 13. The figure reveals that
the pressure drop coefficient increases steeply as the streamwise
distance is increased up to the third, where an abrupt increase
of 100 percent pressure drop is observed. Downstream of the
third row of moduies, the pressure drop coefficient is decreased
progressively to nearly 53 percent at the outlet position. Again,
the results indicate that the pressure drop is a weak function of
the blowing rate for compound angle holes injection.

The comparison between Figs. 12 and 13 shows that the use
of compound angle injection tends almost to double the pressure
drop over that obtained for simple angle injection holes. This
may be attributed to the lateral injection of the jets for the
compound angle, which tends to give a bigger obstruction to
the mainstream flow and hence cause a higher pressure drop
than that obtained for the simple injection holes where the jet
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is injected parallel to the main flow. The effect of changing the
P/D and the angles of the injection holes for both simple and
compound angle hole injection tends to have negligible effects
on the pressure drop ratio.

5 Conclusions

An experimental investigation was conducted to explore the
effects of using secondary air through various injection hole
arrangements on the heat transfer coefficient and pressure drop
characteristics of array configurations composed of rectangular
individual modules. The experimental results suggest the fol-
lowing conclusions:

1 The heat transfer enhancement characteristics of array
configurations composed of rectangular individual modules in
the presence of secondary air injection holes are very much
dependent on the P/D ratio between the holes. In general, the
optimum P/D in the present investigation is found to be 2.5.

2 Reducing the injection angles of the secondary air tends
to enhance the heat transfer from the electronic modules for
both the compound angle and simple angle injection holes. In
general the simple injection holes tend to give better heat trans-
fer enhancement than the compound injection holes, except at
the location of the injection holes, where the compound angle
holes give better heat transfer enhancement of 54 percent.

3 The optimum blowing rate ratio that gives the highest
heat transfer enhancement is dependent on the injection angle
of the holes and P/D. For high P/D, the secondary air flow
should be injected at high blowing rate ratio, while for low P/
D, blowing rate ratio should be small.

4 The pressure drop coefficient ratio across the electronic
modules is essentially a weak function of the blowing rates for
both compound and simple angle holes. For the same experi-
mental conditions, the simple injection holes tend to have lower
pressure drop coefficient ratio than that of the compound injec-
tion holes.
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Heat Transfer Characteristics of
a Slot Jet Reattachment Nozzle

A two-dimensional reattachment nozzle called the Slot Jet Reattachment (SJR) nozzle
was designed and built with a zero degree exit angle. The heat transfer characteristics
of this submerged nozzle were investigated by varying the Reynolds number, nozzle
exit opening, and nozzle to surface spacing. The pressure distribution on the impinge-
ment surface for different Reynolds numbers and exit openings were measured. Corre-
lations for location of the maximum local Nusselt number and local Nusselt number
distribution along the minor axis of the SIR nozzle were determined. A nondimen-
sional scheme for generalized representation of heat transfer data for two-dimen-
sional separated/reattaching flows was developed. The local and average heat trans-
fer characteristics along the minor axis of the SJR nozzle were compared to a
conventional slot jet nozzle under identical flow power condition. The comparison
showed that the peak local heat transfer coefficient for the SJR nozzle was 9 percent
higher than that for a standard slot jet nozzle, while its average heat transfer coeffi-
cient was lower or at best comparable to the slot jet nozzle based on the same
averaged area. The net force exerted per unit width by the SJR nozzle flow was 13
times lower than the slot jet nozzle flow under this criterion. Additional experiments
were conducted to compare the SJIR and slot jet nozzles under matching local peak
pressures exerted by the jet flow on the impingement surface. The results indicated
52 percent increase in the peak local heat transfer coefficient, and a maximum
enhancement of 35 percent in average heat transfer coefficient for the SJIR nozzle
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over the slot jet nozzle based on the same averaged area under this criterion.

Introduction

Impinging jets are used extensively in various applications,
such as heating, cooling or drying of paper, pulp, printer’s ink,
food, tissue, textiles, chemicals, film, and in the cooling of
electronic equipment, turbine and combustor components. The
attraction of these jet systems lies in their ability to control
local transport rates by varying different parameters such as the
jet diameter, jet-to-surface spacing, jet-to-jet spacing, and also
the jet flow rate and temperature. Systems that incorporate im-
pinging jets generally consist of in-line, orifice, or slot jets. For
a slot jet nozzle, a reservoir upstream of the nozzle provides
the necessary flow pressure, and the flow exits the nozzle and
impinges directly on the surface. The transport characteristics
of the in-line jet and slot jet nozzles are well documented by
Martin (1977) and Viskanta (1993).

Two-dimensional jet impingement research dates back to
over four decades. Korger and Krizek ( 1966) clearly illustrated
the effect of nozzle-to-surface spacing on the local mass transfer
coefficient on the impingement surface using the technique of
sublimation from naphthalene plates. The parameters studied
included slot widths, nozzle-to-surface spacings, and nozzle ef-
flux Reynolds number ranging from 6040 to 37,800. They ob-
served a secondary maximum in local mass transfer coefficient
along the impingement surface for close nozzle-to-surface spac-
ing, but observed that the stagnation point mass transfer coeffi-
cient for this spacing was lower than that for larger spacings.
They concluded that the maximum stagnation point mass trans-
fer coefficient was obtained at a nozzle-to-surface spacing of
8.5 slot widths, below which it was lower until about 2.5 slot
width height, and then went on to increase at lower values.

Gardon and Akfirat (1966) reported both local and average
heat transfer coefficients for single and multiple two-dimen-
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sional air jets impinging on an isothermal flat plate using a heat-
flow transducer for three different aspect ratios. They identified
four regimes of heat transfer corresponding to low and high
Reynolds numbers, and for small and large nozzle to plate spac-
ings. They observed the same trend as observed by Korger and
Krizek (1966), and developed correlations for the stagnation
point Nusselt number in terms of the Reynolds number and
nozzle-to-surface spacing for the four regimes. Sparrow and
Wong (1975) measured the mass transfer coefficients as a result
of jet impingement due to initially laminar slot jets using the
naphthalene sublimation technique. They observed that the stag-
nation point mass transfer coefficient generally decreased with
increasing nozzle-to-surface spacing, but showed evidence of
nonmonotonicity at the highest (laminar) Reynolds number in-
vestigated. They showed that increasing Reynolds number, as
expected, showed higher transfer coefficients, and suggested
that the shape of the exit velocity profile had a significant effect
on the transfer characteristics.

Martin (1977) summarized the then currently available re-
search on slot jet impingement nozzles and developed correla-
tions for integral mean heat transfer coefficients for single slot
jet nozzles, as well as arrays, based on the local mass transfer
measurements of Schliinder et al. (1970). Gau and Lee (1992)
studied the effect of rectangular jets impinging on rib-roughened
walls for four different slot widths over a Reynolds number
range of 2500 to 11,000, and nozzle-to-surface spacings of 2
to 16 slot widths. The rib heights and pitch-to-height ratios
were also varied. They observed a significantly different flow
structure from that of the flat plate case and proposed correla-
tions for the stagnation point Nusselt number as a function of
slot width, rib height, Reynolds number, and nozzle-to-surface
spacing. Kataoka et al. (1994) investigated the effect of longitu-
dinal vortices on heat transfer on the impingement surface and
concluded that the heat transfer in the inner impingement region
was enhanced due to the surface renewal effects of intermit-
tently colliding vortices on the surface. Also, they concluded
that the surface renewal motion in the outer impingement region
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is controlled by the intermittent collision of large-scale turbulent
eddies with the surface.

Relatively few studies have been reported on a different ge-
ometry of the jet. Lee et al. (1994 ) studied the local heat transfer
characteristics of an impinging elliptic jet with an aspect ratio
of 2.14 for various Reynolds numbers and nozzle to surface
spacings. They reported that the optimum nozzle-to-surface
spacing for the elliptic jet was closer than that for the in-line
impinging jet. The investigators observed changes in the shape
of the isothermal contour on the impingement surface with noz-
zle-to-surface spacing. The Nusselt number in the impingement
region was found to be larger than for the axisymmetric jet,
and this increase was attributed to the large entrainment rate
and large-scale coherent structures associated with elliptic jet
flow.

The Radial Jet Reattachment (RJR) nozzle (Page et al., 1986,
1989) was developed in an attempt to enhance heat and mass
transfer characteristics while effectively controlling the im-
pingement surface force exerted by the jet flow. In the RIR
nozzle, the jet is directed outward from the nozzle exit and it
then reattaches on an adjacent surface in its vicinity. The turbu-
lent mixing that occurs at the boundaries of the free stream
induces secondary flow by mass entrainment and causes the
flow to reattach to the surface in the form of a circular ‘reattach-
ment ring’’ at close nozzle-to-surface spacing. The jet at this
ring splits such that part of it recirculates under the nozzle while
the rest flows outward. Thus, turbulent reattachment enhances
the transport characteristics over a wide area. The main feature
of the RJR nozzle, as mentioned earlier, is that a net zero or
even negative force can be exerted on the reattachment surface
by simply varying the exit angle, 8, of the nozzle. Multiple RJR
configurations have been studied (for example, Gruber et al.,
1995, Mohr et al., 1997, Peper, 1996), and the RJR nozzle
technology is currently being used in industry. One such exam-
ple is the application of RJR blowboxes in the dryer section of
paper machines (Thiele et al., 1995). Recently, Seyed-Yagoobi
et al. (1998) compared the ILJ and RJR nozzles under identical
fluid flow power and peak surface pressures exerted by the two
nozzles.

Nomenclature

Fig. 1 Schematic of SJR nozzle

Objectives

The present paper introduces a two-dimensional submerged
jet reattachment nozzle called the Slot Jet Reattachment (SJR)
nozzle, with a zero degree exit angle, shown schematically in
Figs. 1 and 2. This nozzle is a modification of the existing
submerged slot jet nozzle based on the RJR nozzle concept.
The heat transfer characteristics of this innovative nozzle are
investigated by varying the nozzle-to-surface spacing, the exit
Reynolds number, and the exit opening. The local pressures on
the impingement surface are also measured for various Reyn-
olds numbers and exit openings along the direction of the minor
axis. Correlations for location of the maximum local Nusselt

Aron = surface aréa of heated foil, m?

b = SJR nozzle exit opening, m
C, = pressure coefficient = (p ~ pum/
0.5pV?)
D,;, = cross-sectional hydraulic diame-
ter of slot jet nozzle, m
D, it = exit hydraulic diameter for SJR
nozzle, = 2b
h = heat transfer coefficient, W/m*K
I = current, A
k = thermal conductivity of air,
W/m K
m = flow rate, kg/s
Nu = local Nusselt number
P = fluid flow power, W
Ap = pressure drop between plenum
and ambient, representing pres-
sure drop across nozzle, Pa
p = local pressure exerted on im-
pingement surface by jet flow
from nozzle, Pa
Pam = atmospheric pressure, Pa
g" = local heat flux, W/m?
R = radial direction on impingement
surface corresponding to ends of
nozzle, m

Journal of Heat Transfer

Re = Reynolds number; for SJR noz-
zle: Re = (V* Dy e/ v); for slot
jet nozzle: Re = (V+D,/v)

RJR = Radial Jet Reattachment
SJR = Slot Jet Reattachment
T = local surface temperature of
heated inconel foil with air flow
impingement, K
V = exit velocity of nozzle, m/s
X, = distance from centerline of nozzle
exit to impingement surface, m
Z = direction along minor axis of noz-
zle on reattachment surface, m
A = difference
# = exit angle of SJR nozzle, deg
N\ = characteristic length for SIR flow
= (VX2 + (Z, ~ (Z,/2))), m
v = kinematic viscosity, m*/s
p = fluid density, kg/m’
$ = voltage (V)

Subscripts
ad = adiabatic

cond = conductive contribution (to the
local heat flux)
conv = convective contribution (to the
local heat flux)
gen = electrically generated (heat flux)
h = heated
L = limit of integration along Z
direction for area averaging
max = maximum
r = reattachment
rad = radiative contribution (to the
local heat flux)
w = width of bottom plate of SJR
nozzle along minor axis, Z, =

0.018 m
ws = slot jet nozzle inside width,
Zys = 0.010 m
wso = slot jet nozzle outside width,
Zyo = 0014 m
Superscripts

* = pondimensional length
" = flux quantity
— = average quantity
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SJR nozzle

Fig. 2 Schematic showing the geometric parameters of a 0 deg SJR
nozzle {minor axis direction)

number, and the local Nusselt number distribution along the
minor axis of the SJR nozzle are presented. A nondimensionali-
zation scheme to generalize the representation of heat transfer
data for two-dimensional reattachment flows is presented.

The local and average heat transfer characteristics along the
minor axis of the submerged SJR nozzle are compared with
the conventional submerged slot jet nozzle, at each nozzle’s
optimum nozzle to surface spacing. The comparisons of the
nozzles are based on two separate criteria of identical fluid flow
power and matched peak pressure on the reattachment surface
along the minor axis direction.

Experimental Set-Up and Procedure

Nozzle Geometry. The SJR nozzle was built with a rectan-
gular cross section and circular ends to ensure proper reattach-
ment (see Fig. 1). The slot jet nozzle internal width, Z,, (along
minor axis), was 10.2 mm, and a major axis length was 77.5
mm, giving it an aspect ratio of 7.6. The aspect ratio and the
major axis length were calculated without considering the circu-
lar ends of the nozzle cross section. The slot hydraulic diameter,
D,, was 22.0 mm. The external width of the slot jet nozzle,
Z,s (see Fig. 2), was 14,0 mm. The approach length of 230
mm was long enough to ensure fully developed turbulent condi-
tion prior to the exit. The exit was contoured to direct the flow
parallel to the reattachment surface, resulting in a flow exit
angle of zero degree. The bottom plate of the SJR was made
larger than the slot external width in the minor and major axis
directions by 4.0 mm, in order to direct the flow properly at a
zero degree exit angle. The exit opening, b, of the nozzle could
be varied. The exit hydraulic diameter of the SIR nozzle was
twice the exit opening, ». The slot jet was essentially the same
nozzle as the SJR, but without the bottom plate.

Test Facility. The experimental setup used for this study
is described in detail elsewhere (e.g., see Seyed-Yagoobi et al.,
1998). Briefly, the facility utilized a thin electrically heated
stationary foil upon which the air jet impinged. The foil surface
temperatures were measured nonintrusively, with an infrared
camera and recording system (Mikron Model 6T62), which
had a temperature resolution as high as 0.025°C. The ambient air
temperature and nozzle exit temperatures were recorded using
calibrated T-type thermocouples. A pressure tap located on a
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Plexiglas impingement surface was used for surface pressure
measurements. The differential pressure, p — pym, wWas mea-
sured using a pressure transducer ( Validyne model DP103-16),
directly interfaced to a computer.

Experimental Procedure. All experiments were con-
ducted while ensuring that the supply air temperature at nozzle
exit was kept close to the ambient room temperature (within
+0.1°C), minimizing any thermal entrainment between the noz-
zle flow and the surrounding. The pressure drop across the
nozzle was noted for each experiment. The foil heat flux for
the SIR nozzle low-Reynolds-number cases of Re = 4800 and
Re = 9500 was maintained at around 650 W/m?, while that
for the other cases was around 1000 W/m?. This was done to
obtain a good re