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Nanoscale Temperature 
Distributions Measured by 
Scanning Joule Expansion 
Microscopy 
This paper introduces scanning Joule expansion microscopy (SJEM), which is a new 
thermal imaging technique with lateral resolution in the range of 10-50 nm. Based 
on the atomic force microscope (AFM), SJEM measures the thermal expansion of 
Joule-heated elements with a vertical resolution of 1 pm, and provides an expansion 
map of the scanned sample. Submicron metal interconnect lines as well as 50-nm-
sized single grains of an indium tin oxide resistor were imaged using SJEM. Since 
the local expansion signal is a convolution of local material properties, sample height, 
and as temperature rise, extraction of the thermal image requires deconvolution. This 
was experimentally achieved by coating the sample with a uniformly thick polymer 
film, resulting in direct measurement of the sample temperature distribution. A de­
tailed thermal analysis of the metal wire and the substrate showed that the predicted 
temperature distribution was in good agreement with the measurements of the poly­
mer-coated sample. However, the frequency response of the expansion signal agreed 
with theoretical predictions only below 30 kHz, suggesting that cantilever dynamics 
may play a significant role at higher frequencies. The major advantage of SJEM over 
previously developed submicron thermal imaging techniques is that it eliminates the 
need to nanofabricate specialized probes and requires only a standard AFM and 
simple electronics. 

1 Introduction 

The inventions of the scanning tunneling microscope (STM) 
(Binnig et al., 1982) and the atomic force microscope (AFM) 
(Binnig et al., 1986) have led to the development of a new 
class of microscopes known as scanning probe microscopes 
(SPMs). A common factor among all of the numerous SPMs 
in use today is that they utilize a sharp probe tip in close proxim­
ity to a sample surface to measure its topography as well as 
other physical quantities with nanometer scale spatial resolu­
tion. Scanning thermal microscopy (SThM) was first developed 
by fabricating a thermocouple at the end of an STM tip (Wil­
liams and Wickramasinghe, 1986a, b) . The primary purpose of 
the original system was not to measure surface temperature, but 
to use tip-sample heat conduction as a means to image the 
surface topography of insulating surfaces. This setup was subse­
quently used for photothermal measurements with approxi­
mately 100 nm spatial resolution (Williams and Wickrama­
singhe, 1988a, b) . Later development of SThMs (Nonnen-
macher and Wickramasinghe, 1992; Majumdar et al., 1993) 
have been based on the AFM system since the feedback control 
required for topographical imaging is force based and, hence, 
decoupled from tip-sample heat conduction. 

SThMs in the past have mostly used a proximal sharp probe 
with a temperature sensor fabricated on the very tip of the 
probe. Majumdar et al. (1993, 1995) originally constructed a 
thermocouple with an approximate diameter of 25 mm using 
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an electrochemical etching process. Pylkii et al. (1994) used a 
resistance thermometer made of a 5-mm-dia Wollaston wire 
that was bent into the shape of a sharp probe. This size was 
improved upon by Fish et al. (1995), who used a micropipette 
drawn to a sharp tip. The spatial resolution of the measured 
temperature distribution by such probes was generally found to 
be on the order of 300-500 nm. Most recently, Luo et al. (1995) 
devised a fabrication process that resulted in tip thermocouples 
ranging from 100-300 nm in diameter, which increased the 
resolution to about 25 nm. It was found that the dominant 
mechanism of tip-sample heat conduction for such probes was 
through a water film that bridged the tip-sample junction due 
to surface tension forces (Luo et al., 1997a, b) . Consequently, 
both the spatial resolution and the measured temperature 
strongly depended on the size of the water bridge, which was 
influenced by tip geometry, relative humidity, and the chemistry 
of the tip and sample surfaces. These parameters are often diffi­
cult to control and standardize, which makes quantitative mea­
surements by such probes time consuming and difficult. In addi­
tion, further increase in spatial resolution by this approach re­
quires fabrication of sharper tips and smaller thermocouples, 
which is at present extremely difficult. Goodson and Asheghi 
(1997) have developed a near-field optical thermometry 
(NFOT) technique, which measures the light reflected from a 
sample after it is squeezed through a sub-wavelength aperture 
formed at the end of a metal-coated tapered optical fiber. They 
quote a resolution of about 50 nm, which is approximately the 
aperture size. In addition to the resolution being limited by the 
aperture size, the degree of fabrication difficulty increases as 
the aperture size is reduced. Reduction in aperture size also 
decreases transmission efficiency, which heats the tip and its 
neighboring sample, making it difficult to measure the tempera­
ture of sample surfaces. 

In response to these difficulties with previous techniques, we 
propose a new approach, which circumvents these problems of 

Journal of Heat Transfer Copyright © 1998 by ASME MAY 1998, Vol. 120 / 297 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

mailto:majumdar@me.berkeley.edu


temperature measurement at nanometer scales. The new tech­
nique is called scanning Joule expansion microscopy (SJEM) 
(Varesi and Majumdar, 1998), which eliminates the need to 
fabricate a temperature sensor on the probe tip. Hence, it does 
not rely on tip-sample heat conduction, making it an apertureless 
method, in contrast to the traditional SThM and NFOT systems. 
Instead, SJEM takes advantage of the astounding vertical resolu­
tion of the AFM ( s l 0 ~ 1 2 m) to measure the thermal expansion 
of a Joule-heated sample with lateral or spatial resolution on 
the order of 10 nm. SJEM was first proposed under the title of 
Joule displacement microscopy by Martin and Wickramasinghe 
(1987). They used optical interferometry to measure small dis­
placements of a thin-film conductor subjected to an AC current. 
Based on far-field optics, this technique's spatial resolution was 
diffraction-limited to a size on the order of the wavelength. 
Material expansion was also addressed by Weaver et al. (1989), 
who examined optical absorption microscopy using an STM. 
They predicted that the smallest feature that could be resolved 
through expansion using their technique was on the order of 
100 nm, based on a thermal expansion coefficient, a, of 10 "5 

K"1. Although they observed an expansion signal, they did not 
present any images since the spatial resolution of 100 nm was 
not sufficient for their purpose. 

This paper presents a detailed description of the SJEM tech­
nique as well as the experimental evidence and theoretical back­
ground for temperature measurement using SJEM. Section 2 
describes the technique and section 3 shows the expansion im­
ages and discusses the experiments performed to identify the 
source of the signals. Section 4 develops a simple model to 
estimate the temperature rise and expansion signals. An experi­
mental technique to measure temperature distributions directly 
using SJEM is introduced in section 5. 

2 Technique and System Description 

2.1 Scanning Joule Expansion Microscope. Figure 1 
shows a schematic diagram of SJEM, which is based on the 
AFM system. A sample is placed on top of a piezoelectric 
scanner, which is capable of motion along the three orthogonal 
axes. A sharp tip mounted on a cantilever is brought into contact 
with the sample surface. Off the back of the cantilever, a diode 
laser beam reflects into a two-segmented (segments A and B) 
or split photodiode, which provides a normalized differential 
signal, (A - B)/(A + B), that is proportional to the cantilever 
deflection. A feedback system uses this signal to control the z-
motion of the sample in order to maintain a constant cantilever 
deflection, while raster scanning the sample in the x and y 
directions. Hence, any topographical feature will result in the 
corresponding motion of the sample that forms the basis of 

Photodiode 

A 

Feedback 
Loop 

Lock-In 
Amp 

Laser 

Expansion Image Topographical 
Image  

Fig. 1 Schematic diagram of an atomic force microscope (AFM) and 
scanning Joule expansion microscope (SJEM) 

topographical imaging. The spring constants, g, of the cantile­
vers are typically about 0.01-0.1 N/m and the bandwidth of 
the feedback control system is 0-20 kHz, although the usable 
bandwidth during imaging is usually 256 or 512 Hz. The vertical 
resolution, <5, of an AFM is typically about 0.5 A over this 
measurement bandwidth. Thus the vertical or normal force reso­
lution, F = gS, is approximately 5 pN. Such high force resolu­
tion allows control of single-atom contact and, hence, the AFM 
can image surfaces close to atomic scales. 

To use the SJEM system, a sinusoidal voltage signal is ap­
plied to an electrically conducting sample. This generates sam­
ple Joule heating and, therefore, a temperature rise resulting in 
thermal expansion of the sample. This deflects the AFM cantile­
ver probe in contact with the expanding sample. The frequency, 
/ , chosen for sample heating is kept higher than the feedback 
bandwidth of the AFM system (20 kHz) so that the expansion 
signal does not affect the topographical image. The heating 
frequency,/, is kept less than the natural frequency of the AFM 
cantilever in contact with the sample. The AFM photodiode 
detects the expansion-induced deflection of the cantilever as 
well as deflection due to sample topography. A lock-in ampli­
fier, tuned to the Joule heating frequency, filters the photodiode 
signal and measures only the sample expansion signal. Thus, 
the topographical and Joule expansion signals are contained 

Nomenclature 

b = metal line thickness, m 
C = capacitance, F 

Cp = specific heat, J/kg-K 
F = force, N 
/ = frequency, Hz 
g = spring constant, N/m 
h = interface thermal conductance, W/ 

m2-K 
H = heat flux, W/m2 

J = electrical current density, A/m2 

k = thermal conductivity, W/m-K 
kB = Boltzmann constant, J/K 
K„ — modified Bessel function of zeroth 

order 
/ = thermal expansion, m 

L = length, m 

N = number of data points 
q = reciprocal of thermal wavelength, 

m"1 

Q = quality factor of resonance 
T = temperature, K 
V = voltage, V 
w = half-width of metal line, m 
a = thermal expansion coefficient, K_1 

6 = cantilever deflection, m 
rj = oscillatory temperature on substrate 

surface, K 
4> = oscillatory temperature in metal 

wire, K 
8 = integral of Bessel function K0 

p = density, kg/m3 

a = electrical conductivity, 1/fi - m 

T = time constant, s 
u = angular frequency, rad/s 
if/ = nondimensional interface resis­

tance = kjhb 
ty — thermal vibrational noise den­

sity, m/VHz 
£ = thermal diffusivity, m2/s 

Subscripts 
AFM = atomic force microscope 

i = internal 
LI = lock-in amplifier 
m = metal 
s = substrate 

rms = root-mean-square 
x = external 
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in different spectral regions and provide simultaneous images. 
Instead of using a sinusoidal signal, a pulsed signal can also be 
used, where the pulse repetition rate should be higher than 
the feedback bandwidth. Finally, SJEM below 20 kHz can be 
achieved if the feedback circuit is disconnected. 

2.2 Cantilever Dynamics and System Noise. Since the 
cantilever probe comes into contact with the sample and re­
sponds to a modulated signal, its dynamic behavior is critical. 
This study used commercially available silicon nitride (SiNx) 
samples, which were 0.6 [im thick and 20-40 fim wide, and 
either 120 /xm or 200 fim long. A pyramidal tip that was 5 mm 
at the base with a tip radius of 10-30 nm was fabricated at the 
end of each cantilever. The two different cantilever lengths led 
to different values of spring constant and natural frequency. 
Figure 2 (top) shows a power spectrum of a free-standing 200-
jum-long SiNx cantilever. The peak in the spectrum at approxi­
mately 20 kHz indicates the natural frequency of the cantilever 
when not in contact with the sample. When the cantilever con­
tacts the sample surface, the end of the free-standing cantilever 
is pinned, which increases the spring constant. Given the natural 
frequency of a free-standing cantilever, that of a pinned cantile­
ver can be calculated by beam theory. The predicted value of 
the natural frequency of the in-contact cantilever is approxi­
mately 88 kHz. Figure 2 (middle) shows the spectrum of the 
cantilever in contact, which shows a highly damped resonance 
at around 80 kHz. The damping is suspected to be due to the 
presence of a water film on the surface. The high damping may 
be responsible for the shift in the natural frequency from the 
predicted value. 

Figure 2 (bottom) shows the spectrum of the cantilever vibra­
tion when the tip is in contact with a metal interconnect line 
(described later) to which a pulsed bias is applied with 100 ns 
pulses that were repeated at 36 kHz. Note the peak at 36 kHz 
and the next higher harmonic at 72 kHz, both of which were 
lower than the natural frequency at 80 kHz. One can use the 
lock-in amplifier to tune to either of the peaks and provide the 
expansion signal. It is possible to raise the frequency such that 
one of the expansion peaks is tuned to cantilever resonance. 
Although this amplifies the signal, it also amplifies noise and 
hence may not be desirable. In addition, it was found that the 
variability of the surface water layer thickness changes the reso­
nance frequency and, hence, the amplification of the signal at 
a fixed frequency. Thus, changes in signal amplification near 
resonance result in image artifacts. Therefore, it was more reli­
able .to create an expansion signal off resonance. It must noted 
that although the bandwidth of 80 kHz is seemingly incompati­
ble with modern microprocessor speeds, the quadratic depen­
dence of Joule heating with current can be used to mix two 
signals of high frequencies such that the frequency difference 
between them is kept below 80 kHz. In a separate study, Varesi 
etal. (1998) have demonstrated that this difference frequency 
can be used for SJEM to study thermal behavior of a device 
operating at 1 GHz. Although the signals in Fig. 2 (bottom) are 
well above the noise floor, it is important to determine the noise 
in the system in order to estimate the resolution of SJEM. 

It is well known (Sarid, 1994) that the dominant noise in 
AFMs arises from the thermal vibrations of the cantilever. These 
have white-noise spectral characteristics, as observed in Fig. 2. 
The off-resonance spectral density of thermal vibrational noise 
of a cantilever can be estimated from a single-mode analysis to 
be (Sarid, 1994) 

* = 
4kBT 

gu„Q ' 
(1) 

where kB is the Boltzmann constant, T is the absolute tempera­
ture, g the cantilever stiffness, OJ0 the resonant frequency of the 
cantilever, and Q is the experimentally determined quality fac­
tor. From Fig. 2, the quality factor can be estimated to be about 
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Fig, 2-Vibrational spectra of a 200-jum-long, 0.6-/um-thick, and 40-/um-
wide SiNx cantilever, (top) out of contact (free standing); (middle) in 
contact with a gold interconnect; (bottom) in contact with a gold in­
terconnect under pulsed heating using 100 ns pulses repeated at 36 kHz 

10 for a free-standing cantilever. For this cantilever probe, the 
thermal noise density can be estimated to be 1 pm/^Hz. Hence, 
the root-mean-square vibrational noise, <5„, in the system can 
be estimated to be 

6„ = WA?. (2) 

The lock-in amplifier measures the signal within a user-specified 
narrow bandwidth, A / , centered at the heating frequency, / . 
Although a smaller A / results in lower noise, the resulting 
larger time constant results in slower data acquisition and, 
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Topography Expansion 

4|im o 4 \xit\ 
Fig. 3 4 /nm x 4 jum topographical and Joule expansion images of two 160-nm-thick gold interconnects 
under a bias of 1.4 V, at a bias frequency of 30 kHz and current density of 5.9 x 1010 A/m2 . The expansion 
image was obtained using a lock-in bandwidth of 26 Hz. 

hence, a slower imaging speed. For compatibility between the 
lock-in bandwidth and the AFM scan rate,/AFM (lines/second), 
the following relation can be used: 

A / = 
NfM 

2n 
(3) 

where N is the number of data points per line. Hence, for a 
scan rate of/AFM = 0.2 Hz with each line containing 256 points, 
a bandwidth of about 8 Hz was used. For this bandwidth, the 
vibrational noise, <5„, can be estimated to be 2.8 pm. Note that 
when the tip comes into contact, the effective spring constant 
increases, which reduces the noise density even further. In addi­
tion, the quality factor reduces due to increased damping as 
shown in Fig. 2. 

3 Experimental Results of SJEM 

3.1 Joule Expansion Images. Figure 3 shows images of 
two parallel gold lines fabricated by electron beam lithography 
on a Si02 substrate. The gray scale indicates relative magnitudes 
with bright as high and dark as low. A voltage of 1.4 V at 30 
kHz was applied to the sample, and the expansion image was 
obtained with A / = 26 Hz. The lines had full-width-half-
maximum values of 630 and 430 nm, and were both 160 nm 
thick. The expansion signal was about 1.6 V after a 66 dB gain. 
A 1.6 V signal corresponds to approximately a 0.8 mV signal 
generated in the photodiode. Using a photodiode sensitivity of 
30 nm/V, the expansion measured in this case was 24 pm. 
Figure 2 shows the noise floor to be approximately -100 dB 
or 1 X 10~5 V/VHz in the range of 60-80 kHz. With a photodi­
ode sensitivity of 30 nm/V, the expansion signal due to noise 
was 1.53 pm for A / = 26 Hz, which was more than an order 
of magnitude smaller than the expansion signals. For expansion, 
a measurement of 24 pm with an uncertainty of 1.53 pm gave 
a relative uncertainty of 6.4 percent. Note that since the noise 
depends only on the cantilever, whereas the expansion signal 
depends on the sample and the heating conditions, the relative 
uncertainty can change. 

Figure 3 clearly shows the sub-micrometer spatial resolution 
of SJEM. Note that although the narrower line was 430 nm 
wide, the sharpness of the expansion image suggests the resolu­
tion to be sub-100 nm. To confirm this, Fig. 4 shows topographi­
cal and expansion images of an indium tin oxide (ITO) resistor. 
The ITO sample contains grains typically ranging from 50-100 

nm in lateral size. It is evident from the topography image that 
some grains are higher than the others. The expansion image 
shows that individual grains can be resolved and that higher 
grains result in larger expansion signals, as indicated in the 
cross section. It is interesting to note that the expansion occurs 
over the entire grain, suggesting that significant shear exists at 
the grain boundaries. Although the smallest grains in this sample 
are about 50 nm in lateral size, there does not seem to be a loss 
of spatial resolution between the topographical and expansion 
images. This observation is certainly promising and warrants 
further study. 

3.2 Signal Characteristics. The deflection of the cantile­
ver in response to an AC bias of the sample could be due to 
several reasons. The possible sources for the signal are: (1) 
sample expansion resulting from Joule heating of the sample; 
(2) thermally induced cantilever bending that can result from 
a bimaterial effect due to the presence of the metal coating 
evaporated onto the backside of the cantilever, or residual 
stresses in a pure SiNx cantilever; (3) an acoustic wave in the 
gas resulting from heating of the surrounding gas; (4) piezoelec­
tric deformation of the sample; and (5) electrostatic forces be­
tween the tip and the sample. 

Since the AFM cantilevers typically have a reflective metal 
film on top of the SiNx, the possibility of a bimaterial effect 
existed in this study. To remove this effect, the cantilevers were 
stripped of all metal coatings using a solution of concentrated 
hydrochloric and nitric acids. The removal of the metal film 
was not entirely necessary to eliminate the bimaterial effect, 
since its characteristic response time was calculated and mea­
sured to be in the range of 0.17-0.33 ms for these cantilevers 
(Lai et al., 1997). This time corresponds to a frequency of about 
5 kHz — an order of magnitude lower than the frequencies used 
in this study. Thermally induced cantilever bending has also 
been observed in pure SiNx cantilevers by Radmacher et al. 
(1995). The deflections result from residual stresses that de­
velop during the cantilever fabrication process. Just as with the 
bimaterial effect, these effects are much too slow to be responsi­
ble for the observed signal. 

A second possible signal source is cantilever deflection re­
sulting from a thermal pressure wave rising from the sample. 
This source was discounted by several tests. First, assuming a 
sound propagation speed of 350 m/s, a sinusoidal heating at 50 
kHz corresponds to a wavelength of 7 mm. This is much larger 
than the cantilever size and, hence, will not deflect the cantile-
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Topography Expansion 

0,50 
MM 

Fig. 4 1 fim x 1 /um topographical and Joule expansion images of an indium tin oxide resistor. Note that 
grains and grain boundaries that are in the range of 10-50 nm in size can be observed in both the images. 

ver, due to a lack of pressure differential across the cantilever. 
It was found, however, that under pulsed heating of the sample, 
gas acoustics can produce cantilever deflection only if the canti­
lever was out of contact. To rule out the possibility of acoustic 
effects with the cantilever in contact, the system was tested in 
a vacuum of 10"5 Torr. With the cantilever out of contact, the 
system detected no signal, whereas in contact, a signal was 
detected of the same magnitude as that in air. This clearly 
indicated that the expansion signal was due to solid expansion 
and not from gas acoustics. Further evidence discounting the 
pressure-wave effect is the observed resolution of the SJEM. 
Since the sub-50 nm resolution observed in Fig. 4 is much less 
than the mean free path of gas molecules at atmospheric pres­
sure (approximately 300 nm), any pressure wave effect could 
not possibly reveal this level of detail. 

The arguments given above clearly suggest that the observed 
signal was due to sample expansion, which may result from 
piezoelectric or thermal effects. To rule out piezoelectricity, the 
simplest method is to choose a non-piezoelectric sample such 
as gold (see Fig. 3) or other metals. A stronger evidence to 
rule out piezoelectricity is shown in Fig. 5, which plots the 
expansion signal as a function of applied voltage. Since piezo­
electric expansion depends on electric field, it should vary lin­
early with voltage. The V2 dependence in Fig. 5 clearly elimi­
nates piezoelectric effects. 

Another source of cantilever deflections is due to electrostatic 
forces between the tip and the sample, which follow the relation 

2 dx 
(4) 

where C is the tip-sample capacitance and V is the voltage be­
tween the tip and" the sample. It is clear that the V2 dependence 
can be confused with the thermal expansion signal. However, 

when examined in vacuum with the cantilever stripped off metal 
films, no out-of-contact cantilever deflection was detected. 

A second verification that the signal was due to sample ther­
mal expansion and not to electrostatic interactions is shown in 
Fig. 6. Here, the expansion signal is plotted as a function of 
the width of voltage pulses applied across the sample. The linear 
dependence suggests that the signal depends on the energy 
within each pulse. An electrostatic signal would be independent 
of the pulse width and would depend only on the pulse height. 
Hence, it is quite clear that the measured signal is from thermal 
expansion of the sample. 
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Fig. 5 Plot of expansion signal as a function of applied voltage across 
gold interconnect 
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Fig. 6 Plot of expansion signal as a function of the width of voltage 
pulses applied across gold interconnect 

The linear dependence in Fig. 6 suggests that the energy 
dissipated in a single voltage pulse is stored in the metal wire 
within the duration of the pulse. This implies that in the range 
of pulse widths shown in Fig. 6, heat conduction to the substrate 
did not occur. The internal time constant, T, , of the wire due 
to its internal thermal resistance can be estimated by the relation 
T, = b2/£,„ where b is the thickness or height of the wire and 
£,„ is its thermal diffusivity. Using the value from Table 1 and 
b = 0.2 //in, T, can be estimated to be 0.3 ns. Hence, the data 
in Fig. 6 suggest that there must be higher thermal resistance 
at the metal-substrate interface. The external time constant, rx, 
can be estimated from the relation 

T , 
{pCp)mb 

h 
(5) 

where h is the interface conductance. Given the fact there was 
no heat loss to the substrate for 375 ns pulses, one can estimate 
h < 1.3 X 106 W/m2-K. It is now important to predict the role 
of the substrate since it may be useful for determining the 
properties of the substrate material. 

4 Analysis 

4.1 Model. To determine the temperature distribution in 
the metal wire and the substrate, one should ideally perform a 
two-dimensional analysis for both media and match the temper­
ature and heat flux at the interface. However, that requires nu­
merical solution to the heat conduction equation, which has 
not been employed in this study. Instead, a simpler analysis is 
proposed here. It is assumed that the temperature distribution 
in the metal line is uniform in the lateral or x direction and that 
the only gradients occur across the thickness or in the z direction 
due to heat conduction to the substrate. Two-dimensional heat 
conduction analysis is considered for the substrate where an 
integral formulation is used. 

Consider a metal line fabricated on a substrate as illus­
trated in Fig. 7. The heat conduction equation in the metal 
line is 

Table 1 Thermophysical properties of gold and glass 

fiC, 

[106 J/m'-K] 

i[W/m-K] { [ l f i r ' / ! ] a[WK.'] 

Gold 2.49 317 127 14.2 

Glass 1.88 1.38 0.75 0.5 

z = 0 

z = b_ 
y = 0 

x = w 

Metal Interconnect 
-+~ x 

Suhstidte 

y 

Fig. 7 Coordinate system of metal interconnect and substrate used for 
theoretical analysis 

Metal Line: — = fm 
d2T 

Oz2 2a(pCp), 
(1 + ei2u") (6) 

where T is the temperature, £,„ is the metal thermal diffusivity, 
J„ and a are the current density and conductivity of the metal 
line, respectively, and pCp is the heat capacity per unit volume. 
Note that z = b and y = 0 is the line-substrate interface, 
whereas z = 0 is the top of the metal line. Since the heat source 
is modulated at a frequency of 2u, one can assume the solution 
to be of the form T(z, t) = 4>(z)ei2u" in the metal line. Using 
^)'(0) = 0 to ensure an insulating boundary on the top surface 
of the metal wire, the solution for the oscillatory component of 
the temperature distribution is 

4>(z) 
4iLua(pCp)m 

+ B cosh (qz) (7) 

where q = v2«W£ra is the reciprocal of the thermal wavelength 
and B is an unknown constant. The heat flux, H, to the substrate 
is given by the relation, H = —kmqB sinh (qb). 

The temperature distribution, T(s, y, t), in a semi-infinite 
medium due to an infinitely narrow periodic line source of 
strength, Hdx', is given by the relation (Carslaw and Jaeger, 
1959) 

T(x,y,t) 

Hdx' 

irk. 
K0{qs V(* - x')2 + (y - y')2) e x p ( 2 ^ ) (8) 

where x' and y' are the coordinates of the source, ks is the 
substrate thermal conductivity, qs = V2iW£s is the reciprocal 
of the thermal wavelength in the substrate, and K0 is the modi­
fied Bessel function. Since the metal line extends from — w =s 
x' =s w at y' = 0, the amplitude of the periodic component of 
the temperature distribution on the top surface (y = 0) can be 
obtained as 

•nix) = -
kmqB sinh {qb) 

irk. 
\ K0(qs\x-x'\)dx' (9) 

Here, the relation for H has been used to ensure heat flux conti­
nuity at the metal-substrate interface. The temperature at the 
origin (x = 0) is 

IT 

where 0 is the integral of the modified Bessel function and y 
= v(kpCp)m/(kpCp)s . Integrals of Ka were numerically com­
puted using polynomial expansions of the Bessel functions (Ab-
ramowitz and Stegun, 1972). The unknown constant, B, is de­
termined by the interface relation H = h[cf>(b) — 77(0)]. The 
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temperature distribution in the metal wire is then determined to 
be 

<Kz) = 
4iu>a(pCp)m 

cosh (qz) 

cosh (qb) + \\iqb sinh (qb) + 2y sinh (qb)A6/n _ 

( I D 

where ip = kjhb is the nondimensional interface resistance 
and A0 = 6(qsw) - (9(0). 

Assuming that the substrate expansion is negligible, the ther­
mal expansion of the metal wire can be found by the relation 

1 = f am(t>(z)dz (12) 
Jo 

Using Eq. (11), the expansion signal can be calculated to be 

gives the magnitude of lms = = 60 pm. Although within 
the same order of magnitude of the measured value of 24 pm, 
the predicted one is 2.5 times larger. Note that the heating 
frequency of 60 kHz falls in the regime where the frequency 
response follows the relation / « 1 / / ' 8 with values lower than 
that predicted from the / « 1//behavior. Hence, it is not surpris­
ing that the measured value is lower. This also suggests that 
for proper understanding of SJEM, cantilever dynamics at high 
frequency must be well understood. 

5 Measurement of Surface Temperature Distribu­
tion 

It clear from the discussion so far that SJEM measures local 
thermal expansion of an electrically heated sample. The local 
expansion signal, / ( r , / ) , at vector position, r , on the sample 
surface and frequency, / , can be written as / ( r , / ) = 
a ( r ) L ( r ) A T ( r , / ) , where a ( r ) is the local thermal expansion 
coefficient, L(r) is the local sample height, and AT(r,f) is 

cosh (qb) - sinh (qb)lqb + tpqb sinh (qb) + 2y sinh (qb)AOIir 

4iu:a(pCp)m |_ cosh (qb) + \\iqb sinh (qb) + 2y sinh (qb)A9/iv 
(13) 

Since b = 0.2 fim and \l/q\ = 18 p,m for the frequencies 
used, \qb\ » 0.01 such that the hyperbolic functions can be 
expanded, keeping only the lowest order terms. Note, however, 
that ip = 103, y = 17.4 for the gold-glass combination, and 
\qsw\ s 0.2, resulting in A6 = 0.6. Keeping only the first-
order terms, Eq. (13) can be simplified to 

/ = • 

JlotJb ijj(qb)2 + lygbABI-K 

4iwa(pCp)m [ 1 + <P(qb)2 + 2yqbA6/n 
(14) 

Since 2yqbA9/ir ss 0.06, three cases arise with different rela­
tions for the expansion signal: 

J2
0amb2A6 

; for 4>qb < 2yA9/n Case 1: / = 

Case 2: 

wo- 42iuj(kpCp)s 

Jlamb 

Case 3: / = 

4iuja(pCp), 

JlaJb1 

for tjj(qb)2 > 1 

2ah 
; for tjj(qb)2 « 1 (15) 

Note that the frequency dependences for these three cases are 
all different. 

Figure 8 plots the expansion signal of a metal line as a func­
tion of frequency. It is clear that in the low-frequency region 
(below 30 kHz), the expansion signal varies as I <* 1// , which 
suggests that the conditions of case 2 best represent the experi­
ments. This also confirms that the metal-substrate interface 
resistance is very high. The conditions of case 2 suggest that h < 
105 W/m 2 -K. What remains unexplained is the high-frequency 
regime where Fig. 8 exhibits a / « 1 / / ' 8 behavior. It is possible 
that since the resonant frequency of a free-standing cantilever 
is on the order of 20 kHz, the high-frequency behavior is gov­
erned by a coupling between sample expansion and cantilever 
dynamics. This has not yet been thoroughly studied. 

4.2 Comparison With Experiments. For the expansion 
image shown in Fig. 3, the applied voltage was 1.4 V and total 
resistance of the two parallel gold lines was 140.7 H Assuming 
the same properties for both lines, the current density was J = 
5.9 X 1010 him2. Using a = 4.9 X 107(fi - m)" ' for gold, 
applied bias frequency of 30 kHz, b = 160 nm, and the material 
properties from Table 1, the relation for case 2 in Eq. (15) 

the local temperature rise at frequency / . The sample tempera­
ture can be obtained only indirectly through calculations, as 
discussed in section 4. But the measurements do not provide 
the temperature distribution in the substrate since the expansion 
of silicon dioxide is much smaller than that of gold for the same 
temperature rise. For the purpose of thermometry, it is important 
to develop a technique to deconvolute / ( r , / ) and directly obtain 
A T ( r , / ) . Such a technique is now described. 

To obtain A 7 \ r , / ) , nonuniformities of a ( r ) and L(r) must 
be eliminated. This is achieved by uniformly coating the sample 
with a thin layer of a polymer. The thermal expansion coeffi­
cient of polymers is typically about 10~4 K"1, which is an order 
of magnitude higher than that of metals and two orders of 
magnitude larger than that of most ceramics. Hence, if the poly­
mer film thickness is on the same order as the metal film thick­
ness, the expansion signal of the polymer film will dominate. 
In the present experiments, polymethylmethacrylate (PMMA) 
was spin coated on top of the samples containing the gold metal 
lines. Figure 9 shows a typical expansion image of a 870-nm-
wide and 200-nm-thick gold wire on Si02 substrate with a 230-
nm-thick PMMA film covering the whole sample. Spin coating 
ensures thickness uniformity of about 0.3 percent (Madou, 
1997), which in this case is about 1 nm. The image was obtained 
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Fig. 8 Plot of expansion signal as a function of heating frequency (twice 
bias frequency) of gold interconnect. Data were obtained after turning 
off the feedback circuit. 
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Topography Thermal 

Fig. 9 Topographical and Joule expansion images of an 870-nm-wide and 200-nm-thick gold interconnect 
on an Si02 substrate covered with a 230-nm-thick uniform coating of polymethyl methacrylate (PMMA). 
Voltage was applied at 20 kHz. 

for an applied bias frequency of 20 kHz. The images shows the 
spread of the temperature distribution as one may expect. Since 
the expansion coefficient of the polymer was not precisely 
known, no attempt was made to compare the experimental data 
with theoretical predictions. Instead, comparison was made with 
the normalized distribution as follows. 

The temperature distribution can be obtained from Eq. (9) 
and normalized by the value at x = 0. The normalized distribu­
tion follows the relation 

rj(x/w) 6[qsw(] + x/w)] + 9[qsw(l ~ x/w)] - 20[O] 
77(0) 2{e[qsw] - 0[O]} 

for — = 
w 

9[qsw(x/w + 1)] - 0[qsw(x/w - 1)] _ 

2[0[qtw]-6[01} 

for - a 1 ( 
w 

(16) 

Figure 10 shows a comparison between the predictions of Eq. 
(16) and the experimental data. The good agreement between 
them justifies the use of polymer films for deconvolution of the 
expansion signal to measure the temperature distribution of a 

Theory 
With PMMA 
Without PMMA 

-1 • • 
4 6 8 10 12 14 

Normalized Axial Location, x/w 
16 

Fig. 10 Comparison between theoretical predictions and experimental 
measurements of temperature distribution of PMMA-coated gold in­
terconnect and uncoated gold interconnect 

sample directly. Also shown is the normalized experimental 
data for expansion of the metal line in the absence of the poly­
mer film, such as that measured in Fig. 3. It is clear that in the 
absence of the polymer film, there is large disagreement be­
tween the theoretical predictions and the measurements. The 
polymer film shows a significant difference in the measured 
temperature distribution and the agreement with the theoretical 
predictions is promising. 

6 Summary and Conclusions 

This paper proposes a new technique called scanning Joule 
expansion microscopy (SJEM) by which thermal expansion 
of Joule-heated samples can be measured with 1 pm vertical 
resolution and lateral resolution in the range of 10-50 nm. In 
contrast with previous scanning thermal and near-field optical 
microscopes, the SJEM technique eliminates the need to fabri­
cate specialized probes and only requires a standard atomic 
force microscope for its operation. 

The SJEM was used in this study to measure the thermal 
expansion of sub-micrometer metal interconnect lines. The pa­
per presents a heat conduction analysis of a metal line in contact 
with a semi-infinite substrate. The frequency response as well as 
the response to pulsed bias suggests that there was considerable 
thermal resistance at the metal-substrate interface. Although 
the frequency response followed the predicted behavior in the 
low-frequency range (below 30 kHz), the high-frequency be­
havior could not be explained. It is possible that cantilever 
dynamics may be responsible for the discrepancy. 

The local expansion signal was found to depend on the local 
sample height, expansion coefficient, and temperature rise. To 
measure the temperature distribution of a Joule-heated resistor 
as well as its surrounding substrate directly, material and height 
nonuniformities were eliminated by uniformly coating the sam­
ple with a polymer film. Since thermal expansion coefficients 
of polymers are about ten times higher than those of metals, 
the expansion of the polymer dominates over those of metals 
and substrates for the same thickness. The measured expansion 
distribution of the polymer film agreed well with the tempera­
ture distribution predicted from theoretical calculations. 
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Short-Time-Scale Thermal 
Mapping of Microdevices Using 
a Scanning Thermoreflectance 
Technique 
The performance and reliability of microdevices can be strongly influenced by the 
peak temperature rise and spatial temperature distribution during brief electrical 
overstress (EOS) phenomena, which can occur at sub-microsecond time scales. The 
present study investigates short-time-scale laser reflectance thermometry of microde­
vices by examining the impact of passivation overlayers on the thermoreflectance 
signal and by demonstrating a calibration method suitable for metallization. This 
manuscript also describes a scanning laser thermometry facility that captures temper­
ature fields in microdevices with 10 ns temporal resolution and 1 \im spatial resolu­
tion. The facility combines scanning laser optics with electrical stressing capability 
to allow simultaneous interrogation of the thermal and electrical behavior of devices. 
Data show the transient temperature distribution along the drift region of silicon-
on-insulator (SOI) power transistors and along metal interconnects subjected to brief 
electrical stresses. The theory and experimental capability developed in this study 
are useful for studying short-time-scale thermal phenomena in microdevices and 
verifying models employed for their simulation. 

1 Introduction 
Many figures of merit of microdevices are influenced by 

transient thermal phenomena. Changes in the electrical behavior 
of semiconductor devices can result from self-heating, which 
occurs as a by-product of normal device operations. Transient 
self-heating is especially important for devices made from sili-
con-on-insulator substrates due to the large thermal resistance 
of the buried silicon dioxide layer, whose impact is most pro­
nounced for rapid heating (Arnold, 1994). Semiconductor de­
vices and interconnects can fail due to the temperature rise 
occurring on a time scale less than 1 /j.s during electrostatic 
discharge (ESD) (Amerasekera and Duvvury, 1995). Microde­
vices subjected to brief electrical stresses can experience large 
spatial temperature variations, which can vary with the duration 
of the stress and can induce highly localized failures (e.g., Ju 
and Goodson, 1997; Salome et al., 1997). In many microsensors 
and actuators, short-time-scale heating is required for proper 
functionality of the devices (Murguia and Bernstein, 1993; Chui 
et al., 1996). Thermometry techniques with high temporal and 
spatial resolution are needed to study the operation and failure 
of microdevices subjected to short-time-scale heating and to 
verify models used in device simulations. 

Electrical thermometry methods use either electrically pas­
sive or active elements in an integrated circuit to obtain spatially 
averaged operating temperatures in devices. Temperature rises 
in interconnect structures subjected to sub-microsecond pulses 
have been obtained by measuring the temperature-dependent 
electrical resistance (e.g., Maloney and Khurana, 1985; Ban-
erjee et al., 1996). Other investigators monitored temperature-
sensitive electrical parameters (TSEPs), such as the emitter-
base voltage of bipolar devices, to measure device temperatures 
(e.g., Arnold et al., 1994; Zweidinger et al., 1996). However, 
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the spatial temperature distribution and the maximum tempera­
ture rise are often very difficult to obtain using the electrical 
methods (e.g., Leung et al., 1997). Another problem is that the 
achievable temporal resolution is limited by electrical transients 
in the case of TSEP-based thermometry and by electrical capaci-
tive coupling between thermometers and devices in the case of 
the electrical-resistance thermometry. 

Other thermometry techniques can obtain spatial temperature 
distributions in microdevices. Some optical techniques, such 
as liquid-crystal and fluorescence thermometry (Kolodner and 
Tyson, 1982), rely on a foreign film deposited on device sur­
faces. In these techniques, the characteristic time required for 
the changes in optical properties of the films restricts the achiev­
able temporal resolution. The characteristic time for cholesteric 
liquid crystals is a few milliseconds (Fergason, 1968) and that 
for the EuTTA film used in fluorescence thermometry is around 
100 fj.s as estimated from its fluorescence decay time (Kolodner 
and Tyson, 1983). The temporal resolution is ultimately limited 
by the thermal diffusion time across passivation layers present 
in many microdevices to the order of a few microseconds. Ther­
mometry techniques based on scanning atomic force micros­
copy (AFM) can map temperature distributions with potential 
spatial resolution below 100 nm. This technique has been partic­
ularly successful at mapping steady-state temperature distribu­
tions in field-effect transistors and in semiconductor lasers (e.g., 
Majumdar et al., 1995). The temporal resolution of AFM-based 
techniques is diminished by the time lag resulting from thermal 
diffusion across passivation and into the probe tip as well as 
that associated with electrical capacitive and inductive coupling. 

Infrared thermography has been used for failure studies of 
integrated circuit elements (e.g., Bennett and Briles, 1989; 
Kondo and Hinode, 1995). This technique requires careful cali­
bration of the emissivity, which depends strongly on the surface 
topography and the wavelength. The optical interferometry 
technique (Martin and Wickramasinghe, 1987; Claeys et al., 
1993) probes surface displacements due to thermal expansion 
to obtain temperature fields. This technique requires accurate 
knowledge of the relationship between local surface displace-
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ments and the temperature field, and is thus difficult to apply 
to semiconductor devices made of composite structures of mate­
rials with very different thermal expansion coefficients. Micro-
Raman spectroscopy has been used for thermometry (Ostermeir 
et al., 1992). This approach is time-consuming and an applica­
tion to transient measurements has not been reported. 

The thermoreflectance technique is based on the temperature 
dependence of the optical reflectance (e.g., Cardona, 1969; Ro-
sei and Lynch, 1972). This technique is promising for rapid 
thermal mapping of microdevices due to the temporal resolution 
better than 1 ns that has already been demonstrated on flat metal 
surfaces. Also promising is the opportunity to use radiation 
wavelengths for which most passivation layers are transparent. 
Several researchers employed the thermoreflectance thermome­
try technique to map the steady-state temperature distributions 
in semiconductor lasers (Epperlein, 1993; Mansanares et al., 
1994) and the temperature distributions in interconnects and 
resistors (Claeys et al., 1993; Quintard et al , 1996). The short-
time-scale thermometry of transistors and interconnects in inte­
grated circuits subjected to brief electrical stresses, however, 
has received little attention. Another problem is that the devel­
opment of calibration methods suitable for microdevices has not 
been properly addressed. The importance of accurate calibration 
grows with the application to integrated circuits, whose surfaces 
have optical properties that are not well characterized and can 
vary depending on the processing details. 

In the present manuscript, we provide several results im­
portant for thermoreflectance thermometry of microdevices, in­
cluding a theoretical study of the impact of passivation layers 
and a new calibration method. The passivation layers can 
strongly influence thermoreflectance signals due to the interfer­
ence among multiply reflected beams, which is investigated 
here using thin film optics. The calibration method developed 
in this study uses electrical heating and thermometry in micro-
structures fabricated under the same processing conditions as 
the devices of interest. This work also develops a thermore­
flectance thermometry facility that combines scanning laser op­
tics with electrical stressing capability, which allows simultane­
ous investigation of thermal as well as electrical characteristics 
of microdevices. The facility achieves temporal resolution near 
10 ns, which is limited by the bandwidth of the electrical mea­
surement system, and spatial resolution near 1 yum, which is 
limited by the diffraction of a probe laser beam. The theory and 
experimental facility are used to obtain and interpret data for 
SOI power transistors and for interconnect structures. 

2 Thermoreflectance Thermometry of Microdevices 
A parameter characterizing the thermoreflectance phenome­

non is denoted by CTR, which is defined as the relative change 

in the reflectance per unit change in temperature. In this section 
we discuss various issues related to the thermoreflectance ther­
mometry of microdevices, including the theoretical and experi­
mental determination of thermoreflectance coefficients. The the­
oretical understanding and the calibration technique developed 
here are used in the design of subsequent experiments and the 
interpretation of experimental results. 

2.1 Thermoreflectance Coefficient and Its Calibration. 
The previous thermoreflectance thermometry studies used CTR 

from either theoretical predictions or existing experimental data 
on bulk samples or films, whose fabrication processes did not 
necessarily match those of actual samples tested. This is not 
appropriate for integrated circuits, whose surface materials, in­
cluding passivation materials and various metal alloys, have 
optical properties that can vary with the processing conditions 
(e.g., Pliskin, 1977). Additional complications can arise for the 
case of semiconductors when they are part of an electrically 
active region of microdevices due to optoelectric effects. How­
ever, this issue will not be pursued further in this study, which 
performs thermometry using light-metal interactions. 

Most films found in integrated circuits have relatively smooth 
surfaces with roughness smaller than the typical wavelength of 
the probe beam used in the thermoreflectance thermometry. The 
reflectance, in this case, can be expressed as a product of a 
surface-dependent quantity and a material-dependent quantity 
(Stagg and Charalampoulos, 1991). The thermoreflectance co­
efficient, defined in terms of the relative change in the re­
flectance, can therefore be modeled to first order as independent 
of the surface roughness. 

Two different calibration methods for thermoreflectance co­
efficients can be used, one using an external temperature con­
troller and the other employing microfabricated structures. In 
the first method, the temperature of a sample is controlled exter­
nally while variations in its reflectance are measured (e.g., Qiu 
et al., 1993). This approach has the advantage of a relatively 
simple experimental setup and is employed in the calibration of 
the power transistor structures studied in Section 3.2. Detailed 
discussion of the method is provided in that section. This 
method is difficult to apply when a sample or a film of interest 
has a small surface area. Thermal expansion of a sample-heater 
assembly can lead to systematic errors for an optical system 
with a high numerical aperture and a shallow focal depth. This 
problem can be remedied by localizing the heating, which 
strongly diminishes the thermally induced deflection of the sur­
face. An example of this approach is to use a microstructure 
made of a film of interest both as a heater and as a thermometer. 

Ju and Goodson (1997) performed calibration studies on long 
microfabricated metal lines, which are very nearly isothermal 
when subjected to electrical heating pulses. The temperature 

N o m e n c l a t u r e 

C = heat capacity per unit volume, J 
n r 3 K - ' 

CTR = thermoreflectance coefficient, 
K"1 

d = thickness of a layer, m 
k = thermal conductivity, W nT1 K~' 

fcbasc = imaginary part of the complex in­
dex of refraction of base material 

kTM = temperature derivative of the 
imaginary part of index of refrac­
tion of aluminum, K_1 

L = overlayer thickness, m 
«ai, = index of refraction of air 

«base = complex index of refraction of 
base material = nbaSe

 — ikbxv 

"base = real part of the complex index 
of refraction of base material 

novor = index of refraction of an over-
layer material 

nTM = temperature derivative of the 
real part of the index of refrac­
tion of aluminum, K_1 

«7\sio2 = temperature derivative of the 
index of refraction of a silicon 
dioxide overlayer, K_1 

R = reflectance 
r, ru r2 = reflection amplitude coeffi­

cients 
t = time after pulse initiation, s 

x = coordinate along interconnect 
structures, m 

y = coordinate along drift regions of 
power transistors, m 

X. = wavelength in vacuum of probe 
laser, m 

Subscripts 
base = property of base material 
BO = dimension of the buried silicon-

dioxide layer in SOI power 
transistors 

over = property or dimension of 
overlayer 

s = dimension of silicon device layer 
in SOI power transistors 
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Fig. 1 Wavelength dependence of the thermoreflectance coefficient of 
silicon with silicon-dioxide overlayers. The predictions take into account 
the interference among multiply reflected beams. 

derivative of the electrical resistance of the metal line was cali­
brated using a temperature-controlled wafer holder. The thermo­
reflectance coefficient was obtained by comparing the changes 
in the surface reflectance with those in the electrical resistance 
while subjecting the lines to electrical heating pulses. This 
method is ideally suited for the thermometry of interconnects 
and can also be applied to the thermometry of metallized por­
tions of microdevices and doped semiconducting regions by 
microfabricating lines with the same material composition and 
fabrication techniques. This calibration method is employed in 
the thermal mapping of interconnect structures in the present 
study. 

2.2 Impact of Overlying Passivation on the Thermore­
flectance Signal. For a sample film with an overlying dielec­
tric layer, whose thickness is typically of the order of the wave­
length of a probe beam, the impact of the overlayer on the 
thermoreflectance signal must be considered. Interference 
among multiply reflected beams alters the optical reflectance 
and also influences the thermoreflectance signal in a manner 
that is sensitive to its thickness, the wavelength of a probe 
beam, and the optical properties of both the overlayer and the 
underlying base material. The presence of a silicon dioxide layer 
has been observed to alter the surface reflectance of silicon and 
its temperature dependence (e.g., Friedrich et al., 1991; 
Quintard et al., 1996). 

The present study uses the theory of thin-film optics (Siegel 
and Howell, 1992) to predict the impact of passivation layers 
and to draw conclusions about the resulting uncertainty in ther­
moreflectance thermometry of underlying opaque layers. For 
normal incidence, the surface reflectance, R, is related to the 
indices of refraction, «base and «over, and the thickness of the 
overlayer, L, 

R = 
r\ + r2 exp(—«47rnoverL/\) 

1 + r,r2 exp(— (47rnoverL/\) 

The amplitude reflection coefficients ri and r2 are 

r2 = 

"air "over 

^air "• "over 

^over "base 

na. + "ba< 

(1) 

(2) 

(3) 

The dielectric overlayer is assumed to be transparent at the 
probe beam wavelength and its absorption coefficient is ne­
glected. The thermoreflectance coefficient, CTR, is given by 

RdT 
(4) 

and can be calculated if the temperature dependence of the 
indices of refraction of a given material is known. 

Equations (1) - (3) are applied to passivated silicon samples, 
whose thermoreflectance coefficients were measured by Abid 
et al. (1996) for several different probe beam wavelengths. 
Silicon is chosen since its optical properties are very well char­
acterized over large temperature and wavelength ranges and 
hence the comparison of the prediction with the data is most 
meaningful. The experimental data of Jellison and Modine 
(1982a, b) and Jellison and Burke (1986) are used in the present 
calculations. The index of refraction of silicon dioxide is as­
sumed to be constant at the value of 1.46 unless otherwise 
specified. Figure 1 compares the experimental data with the 
predictions for two different thicknesses of the silicon dioxide 
layers. Although the thermoreflectance coefficient of silicon is 
nearly constant over the wavelength range examined, large vari­
ations in CTR result from the interference effects. The predictions 
agree reasonably well with the data except for the 750 nm oxide 
case near the wavelength of 500 nm. The discrepancy can result 
from several different sources, including the uncertainties in the 
indices of refraction of silicon and silicon dioxide as well as 
those in the thickness of the overlayer. 

Another source of error, which has been neglected in the 
previous studies, is associated with the temperature dependence 
of the index of refraction of silicon dioxide. The magnitude of 
the temperature derivative of the index of refraction, 
comparable to 10~5 K_1 (van der Meulen and Hien, 1974; 
Guidotti and Wilman, 1992). However, this temperature depen­
dence can have a significant influence on the thermoreflectance 
signal. If «0ver is assumed to be independent of temperature, both 
the reflectance, R, and its temperature derivative are periodic 
functions of the overlayer thickness L. If, in contrast, «7-,over is 
nonzero, phase differences between the oscillations of R and 
dRIdT exist as illustrated in Fig. 2 for the case of a silicon-
dioxide passivated silicon sample. The variations in dRIdT are 
not periodic and the thermoreflectance coefficient oscillates with 
growing amplitude as L increases. The thermal expansion of 
the silicon dioxide layer is not considered explicitly but, since 
the thickness of the overlayer appears only as a product with 
Kover, its influence is contained in nTiOVI,r. 

The influence of the temperature dependence of «over on the 
thermoreflectance signal has an additional implication for the 
transient thermometry of passivated microdevices. When the 
thermal diffusion time across the passivation overlayer is larger 
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Fig. 2 The reflectance and its temperature derivative as functions of 
the thickness of an overlying silicon-dioxide layer for the case of silicon 
base material. The temperature derivative of the index of refraction of 
silicon dioxide, nrSio2, is taken from previous research. 
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Fig. 3 Time evolution of thermoreflectance signals of a silicon sample 
covered with a 1 -/xm-thick silicon-dioxide layer, which results from the 
time variation of temperature fields within the overlayer. The temperature 
of the silicon sample undergoes a step change at time f = 0 and remains 
constant thereafter. 

than or comparable to the measurement time scale, the variation 
of the thermoreflectance signal resulting from the temperature 
distribution within the overlayer must be taken into account. 
To illustrate this point, the time evolution of a thermoreflectance 
signal is calculated for a silicon sample that experiences a step 
change in temperature. The silicon sample is covered with a 
silicon dioxide layer of thickness 1 jxm, which is modeled opti­
cally as consisting of parallel sublayers of uniform thickness. 
For the optical analysis, each sublayer is assumed to be isother­
mal and its temperature is obtained by solving the transient one-
dimensional heat conduction equation. An adiabatic boundary 
condition is applied to the outer surface of the oxide layer. The 
temperature of the silicon sample is increased by a step function 
at time t = 0. 

The reflectance of a stratified multilayer can be calculated 
using the transmission matrix method (Knittl, 1976). Figure 3 
shows the calculated results of the relative change in the surface 
reflectance as a function of time for two different values of 
«r,sio2 taken from the previously cited references. The thermore­
flectance signal tends toward the values corresponding to the 
case where the entire overlayer is at the substrate temperature. 
The difference between the two steady-state values is large for 
the particular case shown here and depends on L and nT:0wav as 
well as the optical properties of the base material. The error 
resulting from this time-varying thermoreflectance signal would 
be less severe since the assumed step change in the substrate 
temperature tends to exaggerate its impact. When the thermore­
flectance coefficient is very sensitive to nr,over and the time scale 
of interest is less than the thermal diffusion time across an 
overlayer, however, much care is required to interpret the ther­
moreflectance signal properly. Careful selection of the probe 
beam wavelength can help overcome difficulties related to the 
high sensitivity of thermoreflectance signals to the overlayer 
(e.g., Epperlein, 1993; Abid et al., 1996). 

Similar calculations can be performed for a metal base mate­
rial. Aluminum is chosen as a base material here and is used 
for the transistor structures studied in Section 3.2. The wave­
length of the probe beam is chosen to be 825 nm, at which the 
previously measured thermoreflectance coefficient is maximum 
within the visible and near-infrared wavelength range (Decker 
and Hodgkin, 1981). The present calculation uses a complex 
refractive index of the form (Smith et al., 1985) 

nbuse = (2.75 + nTAlAT) - *(8.31 + kTAAT). (5) 

The two parameters, nTAI and kTAh are not available in the 
literature to the best of our knowledge and cannot be determined 
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Fig. 4 Impact of uncertainties in the temperature dependence of the 
index of refraction of aluminum on the thermoreflectance coefficient 
of an aluminum layer with a 1-^m-thick silicon-dioxide overlayer. The 
calibration result, shown as a horizontal line, is a guide for comparison 
with the calculations. The vertical bar represents the experimental uncer­
tainty limit and its horizontal location is immaterial. 

uniquely from the index of refraction and the thermoreflectance 
coefficient of bare aluminum at a single temperature (e.g., 
Miklos and Lorincz, 1988). A parametric study is performed, 
where CTR of a passivated aluminum film is calculated as a 
function of nTA, and is shown in Fig. 4. For each value of nTAI, 
the corresponding value of kTA, is first obtained by requiring 
the resulting CTR in the absence of an overlayer to be the experi­
mentally measured value. The thickness of the silicon-dioxide 
layer is fixed at 1 fim in the calculations, which is the thickness 
used in the later experiments. The results indicate that the ther­
moreflectance coefficient is much less sensitive to Wr,Sio2 than 
is the case for passivated silicon samples. The calibration result 
of the present study is also shown in Fig. 4 for comparison. 
Further discussion on the thermoreflectance coefficient of a 
passivated aluminum layer and its calibration are provided in 
Section 3.2 in connection with the thermometry of transistor 
structures. 

3 Measurement Examples 
This section describes the experimental apparatus developed 

in this study for high temporal and spatial resolution thermome­
try of microdevices and presents calibration results and data for 
SOI power transistors and metal interconnect structures. 

3.1 Experimental Apparatus. The present study devel­
ops the experimental facility shown in Fig. 5, which integrates 
scanning laser diagnostics and electrical probing and thus allows 
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Fig. 5 Schematic of the scanning laser-reflectance thermometry facility 
developed in the present study. A probe laser beam is focused down to 
the diffraction limit by an optical microscope and scanned over a sample 
surface using a pair of scanning mirrors. 
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Fig. 6 Cross section of the silicon-on-insulator (SOI) high-voltage tran­
sistor structure studied in the present work. A thin aluminum layer of 
thickness 25 nm is deposited between silicon-dioxide passivation layers 
for measurement purposes. Temperature distributions along the drift 
region are measured using the facility shown in Fig. 5. 

simultaneous investigation of thermal and electrical behavior 
of microdevices. A laser diode system with a single-element 
glass aspheric focusing lens and astigmatic correction optics is 
used. The output beam from the diode laser system has a 
Gaussian intensity profile with the beam divergence angle of 
0.14 mrad. Radiation from the laser diode system is coupled 
into an optical microscope and focused to a diameter near the 
wavelength using microscope objective lenses with numerical 
aperture as high as 0.9. The wavelength of the laser diode used 
in the present study is 825 nm. The probe laser focus is scanned 
over the wafer surface using a pair of galvanometrically actuated 
mirrors that rotate about orthogonal axes while the semiconduc­
tor device and the electrical probes remain stationary. This fea­
ture allows the use of standard microprobes, facilitating wafer-
level device characterization. A polarization cube and a quarter-
wave plate separate the incident and reflected probe beam paths. 
Laser power fluctuations are subtracted using a reference beam 
drawn by a beam splitter. The radiation powers are captured 
using photodiodes with 500 MHz bandwidth and a digital oscil­
loscope with 1 GHz sampling frequency. The temporal resolu­
tion achievable in this setup is near 10 ns and the spatial resolu­
tion is limited by the diffraction of a probe beam to the order 
of its wavelength. The current setup allows the direct observa­
tion of sample surfaces during the measurements either through 
an eyepiece or a CCD camera. Using a calibration structure, 
the size and location of the focused beam spot can be measured 
and monitored during the scan process. 

3.2 Thermometry of SOI High-Voltage Transistors. 
The thermoreflectance thermometry technique is applied to sili­
con-on-insulator (SOI) power transistors, which are designed 
to block high-voltages in power circuitry (Ju et al., 1997). A 
schematic of the transistor structure used in the experiments is 
shown in Fig. 6. To assist with the thermometry, an aluminum 
layer is sputtered within the surface oxide. The thickness of 
the aluminum layer is 25 nm, which is larger than the optical 
penetration depth of 8 nm at the probe beam wavelength. It 
therefore strongly reduces interaction between the radiation and 
the transistor and precisely defines the vertical location at which 
temperature is measured. The length of the drift region, over 
which the aluminum layer is deposited, is 40 lira. 

The numerical aperture of the microscope objective lens used 
for the measurements is 0.5. The probe beam power is less than 
1 mW. The temperature rise due to laser heating is estimated 
to be small since the conduction cooling through the substrate, 
which is augmented by the lateral spreading of heat in the metal 
film, is substantial. For values on the absorbed laser power as 
high as 0.1 mW, the estimated laser-induced temperature rise 
in the 25-nm-thick aluminum layer is less than 10 K. Since the 
present technique measures changes in temperature rather than 
its absolute magnitude, the steady-state temperature field does 

not directly influence the measurements. When the laser-in­
duced heating is significant, however, it can alter device charac­
teristics and thereby indirectly affect the results. The impact of 
laser heating on the measurements is examined experimentally 
by varying the incident probe beam power and also the focused 
beam spot size. There are no observable variations either in the 
measured temperature rises or in the electrical characteristics 
of the devices. 

The calibration for the transistor structures is performed using 
the transistor structures themselves. The silicon wafer con­
taining the transistors is fixed to a temperature-controllable hot-
chuck, which is made of copper, by means of air suction. The 
changes in the surface reflectance are monitored while inducing 
periodic variations in the wafer temperature. The area of the 
transistor region, over which the aluminum layer is deposited, 
is large enough to allow the use of an optical system with a large 
depth of focus. This avoids error resulting from the thermal 
expansion of the calibration system. To verify the calibration, 
a control wafer is prepared using micro-fabrication processes 
identical to those for the transistor structures, but with the alumi­
num layer over the entire wafer. By removing the need for 
focusing optics, the impact of the thermal expansion of the 
calibration system can be eliminated. The two calibration results 
agree well within the uncertainty limit. 

The area of a focused Gaussian beam varies as the beam 
travels through a medium in a manner that depends on the 
wavelength and the waist size of the beam. The spatial regions 
occupied by the multiply reflected beams do not exactly coin­
cide with each other, which can influence interference among 
them and ultimately the thermoreflectance coefficient. The im­
pact of the beam area variation, however, is not expected to be 
significant for the present measurements, where the reflected 
beam is collected through the lens used to focus the beam. Most 
of the collected light come from those portions of the multiply 
reflected beams that spatially overlap the beam waist. The small 
reflectance at the interface between the oxide layer and the 
ambient air, together with the fact that the Rayleigh range is 
over 5 //m for the present case, further reduces the impact. The 
insignificance of the beam area variation is verified experimen­
tally using a transistor structure similar to the one shown in 
Fig. 6. The electrical resistivity and hence the local heat genera­
tion rate are made to be uniform along the drift region for this 
structure, which results in a temperature field that is uniform 
over a large portion of the drift region. Temperature measure­
ments are performed using microscope objective lenses with 
numerical apertures of 0.1, 0.2, and 0.5, while subjecting the 
device to identical electrical stressing conditions. The results 
for the three lenses with very different beam waist sizes vary 
by less than 5 percent. 

In Section 2.2, it is noted that the thermoreflectance coeffi­
cient can vary with time due to the temperature dependence 
of the index of refraction of the dielectric passivation layer. 
Parametric study performed on the aluminum layer indicates 
that for a reasonable range of values of the parameters involved, 
the resulting error is not significant. For times greater than the 
thermal diffusion time across the overlying oxide layer, which 
is near 1 (is in this case, the temperature variation within the 
passivation overlayer and its influence on the thermoreflectance 
signal can be neglected. 

During the thermometry, periodic voltage pulses of duration 
near 30 fj,s and magnitude near 30 V are applied to the drain. 
The duration of the pulse is chosen such that the influence of 
the buried oxide layer on the temperature rise can be examined 
over a large duration. The duty cycle of the periodic pulses is 
less than 0.01 to ensure complete cooling of the devices between 
successive heating pulses. The gate of the transistor is positively 
biased at 12 V and the source is grounded. At each scan point, 
the periodic temperature rise is acquired as a function of time 
after pulse initiation. Once these data are obtained for the entire 
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COORDINATE ALONG DRIFT REGION, y (urn) 

Fig. 7 Temperature distributions along the drift region of the transistors 
subjected to current pulses of duration 30 [is. The reduced temperature 
rise is the temperature rise per unit power dissipated in the device. Spa­
tial variations in the impurity concentration lead to nonuniform tempera­
ture distributions. 

sample surface, the spatial temperature-rise map can be ex­
tracted at any time. 

A major source of noise in the current setup is the diode laser, 
which is sensitive to the back reflection and the environmental 
conditions. The photo-detector and signal amplifier contribute 
additional noise. The temperature resolution of 0.1 K is 
achieved by averaging signals 256 times. The relative uncer­
tainty in the absolute value of the measured temperature rise is 
dominated by that in the calibration coefficient, C r a , which is 
estimated to be 10 percent. Being independent of the calibration 
coefficient, the uncertainty in the ratio of temperature rises at 
different locations or at different times is much smaller, esti­
mated to be 5 percent. 

Practical limitations on the actual temporal and spatial resolu­
tion are imposed by the measurement structure due to the heat 
conduction within the aluminum and the passivation layers. 
Spatial resolution limit of 1 fim, which is not more restrictive 
than that due to the diffraction of the incident probe laser beam, 
and temporal resolution of 0.5 ps are estimated (Ju et al., 1997). 
These practical limitations on the resolution can be removed 
for the thermometry of interconnects and metallized regions of 
microdevices, which do not require any structure modifications. 

Figure 7 shows the temperature distribution measured along 
the drift region of the SOI transistor for varying times after the 
initiation of the heating pulse. Since the thermal diffusion time 
normal to the buried silicon dioxide is comparable to 5 /is, the 
data actually describe transient heat diffusion within the silicon 
dioxide surrounding the active region. The temperature rise in­
creases with decreasing coordinate y due to the spatial variation 
of the phosphorous impurity concentration, which is used to 
improve voltage-blocking capability (Leung et al., 1997). Since 
the current density does not vary significantly within the drift 
region, the rate of heat generation is proportional to the local 
electrical resistivity, which decreases with increasing impurity 
concentration. Figure 7 includes the predictions based on nu­
merical solutions to the transient, two-dimensional heat equa­
tion in the drift region and surrounding silicon dioxide. The 
simulation uses bulk resistivity data for phosphorus-doped sili­
con with concentration distribution that is consistent with the 
fabrication process. The thermal conductivity and heat capacity 
used for the calculations are 100 W m~l K"1 and 1.66 X 106 

J m"3 K~' for silicon and 1.4 W m1 K"1 and 1.65 X 106 J 
m-3 £-1 for silicon dioxide, respectively (Goodson et al., 
1996). The thermal conductivity of the silicon device layers 
used, which is lower than the bulk value, takes into account the 
reduction in the thermal conductivity due to phonon-boundary 
scattering. The simulation assumes that the top boundary condi­

tion for the passivation is adiabatic, and the bottom boundary 
condition for the buried silicon dioxide is isothermal. These 
assumptions are justified by the extremely low convection and 
radiation heat losses to the ambient air and by the short time 
scale of the heating pulse, respectively. The shape and time 
dependence of the calculated temperature rise agree well with 
the data. 

3.3 Interconnect Thermometry. The interconnect struc­
tures examined in this study are shown in Fig. 8. The metal 
lines are 4 fim wide and 0.5 /xm thick and are deposited on the 
composite passivation layers consisting of silicon-dioxide and 
polymer layers. The interconnects are made of Al-Cu-Ti alloy 
with the electrical resistivity of 3.37 X 10~8 £1 m. The thermore-
flectance coefficient of 5.5 X 10"4 K"1 is obtained using a 
nearby 2000-^m-long metal line both as a heater and an electri­
cal resistance thermometer according to the method described 
in Section 2.4. The uncertainty in the absolute magnitude of 
temperature rises is again dominated by that in the calibration 
coefficient, which is estimated to be 10 percent. The numerical 
aperture of the lens is 0.9 and the incident probe beam power 
is less than 1 mW. The influence of the laser-induced heating 
is examined by varying the laser power and is found not to be 
significant. Due to the increased detector noise at short time 
scales and the small thermoreflectance coefficient, achieving 
resolution better than 1 K requires averaging of signals by more 
than 1024 times. This number could be reduced by employing 
a more stable laser, such as a gas laser, as a light source, by 
prefiltering high frequency noise components, and by per­
forming post-processing of data. 

Figure 9 compares the normalized shapes of the spatial tem­
perature distributions along interconnects subjected to electrical 
heating pulses of duration 200 ns and 2 fis. The temperature 
distributions become more rounded with increasing time after 
the pulse initiation. This is because the interconnect ends are 
anchored near the initial temperature due to their proximity to 
the metal regions with larger width. At a given time t, the 
influence of the lower temperature end conditions propagates 
inward over a distance comparable to the heat diffusion length 
in metal. For the largest value of t, the data are relatively 
independent of x only within a small portion of the interior of 
the line. Shown also are the predicted spatial temperature pro­
files, which are obtained from a numerical heat conduction anal­
ysis in the metal. The cross-sectional temperature distribution 
of the metal at each location along the interconnect is assumed 
to be uniform and all the boundaries are assumed to be adiabatic. 
The influence of the underlying passivation layer on the length­
wise temperature profile is neglected, since its thermal conduc­
tivity is two orders of magnitude smaller than that of the metal. 

For the pulse of duration 200 ns, the temperature rise at the 
middle portion of the interconnect can be simulated by solving 

50 nm 
POLYMER 1 ^ m 

TOP VIEW CROSS SECTION 

Fig. 8 Schematic of interconnect structures studied here. The intercon­
nects are made of Al/Cu alloy and are separated from the silicon sub­
strate by an underlying passivation layer. Electrical connections are 
made through two large area contact pads. 
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Fig. 9 Normalized temperature profiles along the interconnect struc­
tures subjected to brief electrical pulses of duration 200 ns and 2.5 jus. 
Solid lines are the predictions from the heat conduction analysis within 
the metals. 

microdevices. The impact of passivation layers on the thermore-
flectance coefficient is examined and a calibration technique 
suitable for integrated circuit elements is developed. This work 
shows that the proper interpretation of the thermoreflectance 
signal is necessary for the transient thermometry of passivated 
microdevices. A thermoreflectance thermometry facility com­
bining scanning laser optics with electrical stressing capability 
is built and spatial resolution of 1 \m\ and temporal resolution 
near 10 ns are demonstrated. 
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the transient two-dimensional heat conduction equation. Figure 
10 plots the experimentally measured temperature rise and the 
predictions, which show good agreement up to the time after 
pulse initiation of 150 ns. The thermal boundary resistance re­
sulting from the poor interface quality between the silicon diox­
ide and the polymer layer (Ju and Goodson, 1997) is believed 
to enhance temperature rises at later times. Numerical values 
of the thermal properties used for the simulations are shown in 
the figure. The time derivative of the temperature rise is small 
for short times after the pulse initiation due to the pulse rise 
time of 50 ns. 

4 Summary and Conclusions 
The performance and reliability of microdevices subjected to 

brief electrical stresses are strongly influenced by the presence 
of localized hot spots and regions with high temperature gradi­
ents, whose locations can vary with the time scales of electrical 
stresses. Concurrent electrical and thermal design are necessary 
to assure the optimal performance and reliability of these de­
vices. Transient thermal mapping techniques can aid the design 
process by locating problematic regions and by providing quan­
titative information on temperature fields in microdevices. 

The present work studies a scanning thermoreflectance tech­
nique, which is promising for transient thermal mapping of 
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A Data Reduction Procedure for 
Transient Heat Transfer 
Measurements in Long Internal 
Cooling Channels 
The effect of streamwise fluid temperature variation on the local heat transfer coeffi­
cient measurements in transient heat transfer tests in long channels is addressed. 
Previous methods are shown to result in considerable errors. A simplified model is 
proposed to characterize the local fluid temperature, which drives the heat transfer. 
With it, analytical solutions for the local wall temperature history are derived, which 
involve two unknowns, the local heat transfer coefficient and a lumped upstream heat 
transfer parameter. Using these solutions in the data reduction, these two parameters 
are determined from surface temperature measurements. Numerical experiments that 
simulate the physical experiment show the applicability and robustness of the pro­
posed method. The method is finally demonstrated experimentally by investigating 
heat transfer in a smooth, square duct. 

Introduction 
The transient technique using Thermochromic Liquid Crys­

tals (TLC), melting point coatings, or surface thermocouples 
is a well-established method for heat transfer measurements in 
internal cooling ducts of gas turbine blades (Clifford et al., 
1983; Ireland and Jones, 1985; Metzger and Larson, 1986). For 
high heat transfer efficiency (i.e., large St Lid), these channels 
are often formed into multipass serpentine passages and are 
equipped with turbulence promoters (Clifford, 1985; Saabas et 
al , 1987). A further increase in heat transfer may be caused 
by rotation of the gas turbine rotor channels (Wagner et al , 
1991; Blair et al., 1991). 

Most design systems use heat transfer coefficients defined in 
terms of the wall temperature and the local fluid bulk tempera­
ture computed from a one-dimensional energy balance. In tran­
sient tests, however, the fluid temperature driving the heat trans­
fer is a function of streamwise position and time and is usually 
unknown. Therefore, models are used to describe the local fluid 
bulk temperature. In some experiments, the entrance and exit 
fluid temperatures are measured and the local fluid temperature 
is determined by linear interpolation (Blair et al., 1991; Besser-
man and Tanrikut, 1992). Also, a series of thermocouples along 
the flowpath measuring the local time-temperature history of 
the flow is utilized and assuming some ratio between the mea­
sured temperature and the bulk temperature the latter is com­
puted. One of the most frequently used methods applies an 
energy balance (Metzger and Larson, 1986; Baughn and Yan, 
1992; Wang et al., 1994), which assumes isothermal walls. 
In this method, a preliminary evaluation of the heat transfer 
coefficient is made from the TLC temperatures and the inlet 
temperature employing a one-dimensional solution for heat con­
duction in a semi-infinite medium with a convective boundary 
condition: 

- = 1 _ e x p ( M A e r f c ( ^ . (1) ®w = 
To fk 

where hE is the heat transfer coefficient based on the inlet tem-
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perature. With this information and a steady-state energy bal­
ance, Metzger and Larson (1986) evaluated the heat transfer 
coefficient based on the local bulk temperature assuming iso­
thermal walls: 

h(x) = hE(x) 1 - — I **, F, (2) 

where the subscripti denotes measuring locations in the stream-
wise direction and hE, is the averaged heat transfer coefficient 
over the respective area F, . 

This method is straightforward and easy to implement in a 
data reduction procedure. However, the application of this 
method requires heat transfer information on all heat transfering 
walls. Otherwise further assumptions are necessary. Further­
more, this method may lead to erronous results for channels 
with high St {Lid). This may in particular be problematic in 
some tests, where a long entrance length is needed to achieve 
well-defined fluid boundary conditions (Wang et al., 1998). 

In a transient experiment with large St {Lid), the local fluid 
time-temperature history varies considerably from that mea­
sured at the channel entrance, such that the heat transfer coeffi­
cient based on inlet temperature becomes a strong function of 
time. This problem is illustrated in Fig. 1, using a transient 
temperature data set for a one-dimensional channel flow that 
was numerically generated prescribing heat transfer coefficients 
(details given later in the paper). In the figure, the ratio of 
the heat transfer coefficients re-evaluated using the method of 
Metzger and Larson (1986) to the prescribed ones is shown. 
Large deviations from the exact result (ratio = 1 ) occur at 
different streamwise positions depending on the chosen wall 
indication temperature. These deviations grow in the streamwise 
direction, leading to increasingly overpredicted h values. An 
investigation of this effect with laminar boundary layers on a 
flat plate was recently presented by Butler and Baughn (1996). 

An alternative model, which may be seen as a transient exten­
sion of the Metzger and Larson technique, is presented. Using 
multiple wall temperature indications (i.e., local information 
only) the local heat transfer coefficient can be determined. The 
paper has the following structure. After presenting the basic 
concept, the detailed derivation of the modeling leads to a solu­
tion for the local wall temperature history, which allows one 

314 / Vol. 120, MAY 1998 Copyright © 1998 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



= (TW-T0)/(TE-TO) 

isothermal wall (based on Tinlet) 
0.25 (based on Tinlet) 
0.50 (based on Tinlet) 
isothermal wall (based on Tbulk) 
0.25 (based on Tbulk) 
0.50 {based on Tbulk) 

4Stx/d 

Fig. 1 Ratio of re-evaluated and prescribed heat transfer coefficient 
based on inlet temperature and on bulk temperature using the method 
of Metzger and Larson (1986) 

to determine the local heat transfer coefficient using two wall 
temperature indications only. Then the robustness of this proce­
dure is demonstrated using ideal reference data provided from 
a numerical experiment. Finally, the results of an investigation 
of heat transfer in a smooth, square duct underline the method's 
experimental applicability. 

Conceptual Model 
The experimental techniques addressed here rely on the fol­

lowing assumptions. All property values are independent of 
temperature (and thus time). The time-independent flow field 
is assumed to be established instantaneously at time zero. Under 
these assumptions the local heat transfer coefficient h depends 
on the flow field only and is therefore a constant with time. 
Beyond these prerequisites the experiment shall be conducted 
such that the local fluid temperature is a monotonic function of 
time. This is the case for transient experiments in long channels 
with a constant inlet temperature as considered here. With these 
conditions the locally measured wall temperature history 
uniquely (though not proven here) reflects the fluid temperature, 
which drives the local heat transfer. For instance, given the 
classical step change in the a priori unknown fluid temperature, 
two indications of wall temperature suffice to determine both 
the local heat transfer coefficient and the constant driving fluid 
temperature, as demonstrated by Vedula and Metzger (1991). 
All other choices for the driving temperature will lead to a time-
dependent h, violating the basic assumptions. These observa­
tions are the basis for the method proposed in this paper. 

In general, an arbitrarily varying local fluid temperature his­
tory and the local heat transfer coefficient cannot be determined 
directly, because the problem is ill-posed. However, if the fluid 
temperature history can be modeled accurately enough with a 

_̂ c 
h© 

"VS.!) 
T,(x,t) 

TW ( y > 

Fig. 2 Description of simplified model 

n -parametric function of time, n + 1 wall temperature measure­
ments are sufficient to obtain both, as evident in the example 
n = 1, i.e., the step change. The current approach minimizes 
the number of necessary parameters for a class of problems, e.g., 
turbulent flow and heat transfer in long channels. By introducing 
simplified modeling of the heat exchange between the fluid 
and the wall occurring upstream of a position considered, an 
approximation for the local driving fluid temperature history is 
derived. 

The first step in the modeling approach is the description of 
the heat loss of the fluid to the upstream channel walls linking 
the fluid temperature at the considered location to the channel 
entrance temperature. This is achieved by representing the up­
stream wall heat transfer using a single, time-dependent surface 
temperature, the channel entrance temperature, and an upstream 
heat transfer parameter. Here the surface temperature history is 
assumed to follow the transient of the semi-infinite wall solu­
tion. Then the local fluid temperature is obtained at every instant 
by integrating a simplified energy equation for an isothermal 
surface, which is at the current upstream surface temperature. 
Like this the local fluid temperature becomes a function of the 
channel entrance temperature and the upstream heat transfer 
parameter. 

Given this approximation of the local fluid temperature, the 
local wall temperature history solution is obtained, which is 
finally used for data reduction. 

In the following sections the detailed derivation of this con­
ceptual model is presented. 

Fluid Temperature Model 
To determine the time variation of the fluid temperature at a 

given position x, the following simplified one-dimensional 
model is proposed. The fluid enters the channel with the average 
velocity w and a constant temperature TE. The initial tempera­
ture of the wall is T0 (Fig. 2) . The heat lost by the fluid to the 
walls from the channel entrance to the position x where the 
local heat transfer coefficient shall be determined is for constant 
perimeter U given by: 

Q(x, t) - " J " 
Jo 

h(0(Tf(t, t) - TwU, t))d£ (3) 

This upstream heat loss is approximated by a single heat 
transfer parameter a{x) and a single time-dependent surface 
temperature Tp(x, t), both of which are characteristic for the 

Nomenclature 

cp = specific heat 
d = diameter 
F = area 
h = heat transfer coefficient 
k = \gcp material constant 
L = length 
m = mass flow 

Nu = Nusselt number 
Pr = Prandtl number 
Q = heat loss 

qw = heat flow per unit length 

Re = Reynolds number 
St = Stanton number 

t = time 
T = temperature 
U = perimeter 
w = velocity 
x = streamwise position 
v = vertical coordinate 
a = heat transfer parameter 
£ = streamwise coordinate 
\ = thermal conductivity 

g = density 
® = dimensionless temperature 

Subscripts 
b = bulk 

cl = centerline 
E = inlet or entrance 
/ = fluid 
p = surface 
s = solid 

W = wall 
0 = initial 
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measurement location x. With this approximation Eq. (3) sim­
plifies to: ^L = ^L{Tp{X,t)-TM,t)). 

at, mcp 

1 Q(x, t) = a(x)U (7}(£, t) - Tp(x, t))d£. (4) It has the boundary condition: 

A similar approach was published very recently by Chyu et 
al. (1997) and shown there to work for a complex flow and 
heat transfer problem. 

It should be noted that neither is a{x) the spatially averaged 
upstream heat transfer coefficient nor is Tp(x, t) the spatially 
averaged upstream wall temperature. If we compare Eqs. (3) 
and (4), these parameters are defined by: 

a(x) = 

and 

T„(x, t) = 

f HOW, t)di 
Jo 

r 2>«, mi 
Jo 

P: htf)Tw(Z, t)dt 
Jo 

a(x)x 

(5) 

(6) 

Only for the special case of constant heat transfer coefficient h 
will these parameters be equal to the spatially average upstream 
values. The upstream heat transfer parameter a(x) is taken to 
be independent of time, which is valid if the fluid temperature 
distribution 7}(£, t) can be separated by 7}(£, t) = Tfi(£)Tf2(t), 
which is usually the case. 

With this concept a simplified energy equation for the fluid 
is given by: 

dTf dTf 
—'- + w —'-
dt d£ 

a U ,T I .\ 

w (Tp(x, t) 
TM, 0 ) . (7) 

Using the following transformation (Schumann, 1929): 

T = t 
i 
W 

we obtain: 

dTf _ aU 

<9£ mc„ 
TP[ x,r + ±)- 7}U, r + £ 1 w I \ w 

(8) 

(9) 

Since the term £/w is usually small (in the order of 0.025 s) 
compared to the measurement time (on the order of 40 s) in 
the present applications, we neglect the difference in the time 
scales r and t. For a discussion of the effect of the different 
time domains the reader is referred to Sucec (1981). Thus a 
quasi-steady energy balance results taking into account the time 
history of the single upstream surface temperature: 

Tfa = 0,t) = TE. 

(10) 

(11) 

Integrating Eq. (10) up to a location x formally gives the 
fluid temperature for an isothermal (yet time-dependent) wall 
at Tp with a constant (lumped) heat transfer coefficient a at 
every instant in time. 

Tp is assumed to follow the semi-infinite wall temperature 
response to a step change of the jnlet temperature TE given an 
average heat transfer coefficient hE. 

T0 

TE-TQ 

= 1 exp erfc 
hE{t 

This average heat transfer coefficient is defined as: 

h~E = -f hB(Z)d£. 
X Jo 

(12) 

(13) 

For an isothermal surface at temperature Tp(x, t) and a con­
stant a(x) as implied by Eq. (10), the following relationship 
exists between hE(£) and a: 

hE = a • exp 
aU 

(14) 

Substituting Eq. (14) into Eq. (13) we obtain: 

aU 
1 — exp 

a 

mc„ 

aU 
A. (15) 

Integrating Eq. (10) from 0 to x by taking into account Eqs. 
(12) and (11) yields the fluid temperature at the position x 
(using A as defined in Eq. (15) for brevity): 

TB- T0 

= 1 1 I a U 1 - exp ;— x 

X exp 
aAt erfc ( —j=- A (16) 

Equation (16) describes the local fluid temperature as a func­
tion of the entrance temperature, the initial temperature, and the 
upstream heat transfer parameter for a given geometry and flow 
rate. 

T,(x,t) Tf (x+A x,t) 

Fig. 3 Schematic for numerical model 
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Solutions for Wall Temperature History 
Equation (16) for the fluid temperature is used as a boundary 

condition for the wall temperature at the location of interest. 
The local heat transfer coefficient at this location is h. The local 
wall temperature history will be obtained by solving the heat 
conduction equation: 

8TS d2Ts 
QsC-i; = KW 0<y<™ 

with the initial condition: 

T,(y, t = 0) = T0 

(17) 

(18) 
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x-positlon In m 

O 0.1 (approx. solution) 
O 0.3 (approx. solution} 
O 0.5 (approx, solution) 

— 0.1 (analytical solution) 
— 0.3 (analytical solution) 
— 0.5 (analytical solution) 

* 0.1 (numerical solution) 
A 0.3 (numerical solution) 
A 0.5 (numerical solution) 

18 20 

tins 

x-posltion In m 
O 0.1 (approx. solution) 
O 0.3 (approx. solution) 
O 0.5 (approx.solution) 

0.1 (numerical solution) 
-~~ 0.3 (numerical solulion) 

0.5 (numerical solulion) 

16 18 

tins 

Fig. 4 Comparison of approximative solution with analytical and numer- Fig. 5 Comparison of approximative solution with numerical solution 
ical solutions (uniform heat transfer coefficient distribution) (random heat transfer coefficient distribution) 

and the boundary condition: 

-K ^ (y = 0, 0 = h(Tf - Ts(y = 0, /)) 
dy 

= h(Tf- TV) (19) 

with 7} from Eq. (16). 
Using Laplace Transforms, we obtain for the wall tempera­

ture in the general case of a * A * h: 

OW'TE-T0-
1 e x p U r U 

+ \ 1 — exp 
mcp ) J 

h 

6 X P ( T A 2 

* ^ M T ) « * ( $ > - (20) 

In the special case a • A = h the solution is given by: 

&w = I?L_Jj> = j 
TR- Tn 

exp | —- 1 erfc 
hi 
ik 

- 2 
hUx 

ik vTi 
h2t (h2t. , 
— exp — ertc 
k \ k fk) 

(21) 

These equations involve the two unknowns h and a, which have 
to be determined from the local wall temperature indications. 

Numerical Investigation 
A numerical simulation of a transient test in a long channel 

was set up to provide "perfect" datasets of wall and fluid 
temperature for prescribed distributions of heat transfer coeffi­
cients. Taking wall temperature indications from this data set, 
the data reduction procedure can be qualified and the sensitivity 
of the method to imposed perturbations becomes measurable. 
The data were generated by integrating the one-dimensional 
thermal energy equation for an incompressible, constant-prop­
erty fluid as a function of space and time with convective heat 
transfer to a semi-infinite solid (Fig. 3): 

QC„F 
dTf 9Tf . 

+ mc„ —r- — qw = 0 
dx 

(22) 

where qw is the heat flow per unit length (Grigull and Sandner, 
1990): 

q„ = hU £ { • -exp 
h2(t - T) 

X " * ' ^ ) } ^ <"> 
To check the model of the fluid temperature given by Eq. 

(16), the following data set is chosen. The one-dimensional 
numerical representation of a 500-mm-long square channel with 
a hydraulic diameter of 20 mm and an initial temperature of 
293 K was computed. A mass flow rate of 0.01 kg/s of air enters 
the channel with a temperature of 353 K. The wall material is 
assumed to be perspex (plexiglass) (Vfc = 569 (W/m2 K) 
is). This data set is similar to the test conditions of Wagner et 
al. (1991), Blair et al. (1991), and Besserman and Tanrikut 
(1992). Two different heat transfer distributions were pre­
scribed. For the case of a uniform heat transfer coefficient, a 
value of 250 W/m2 K is used, which is about 2.5 times the 
fully developed pipe flow value, leading to 4 St {Lid) of about 
1. A second set of heat transfer coefficients is randomly gener­
ated with values between 100 W/m2 K and 400 W/m2 K. 

Figure 4 shows the time history results for the fluid tempera­
ture with uniform heat transfer coefficients at various stream-
wise positions as given by the above numerical solution and an 
analytical solution for this case (derived in the appendix). These 
solutions are compared with the model as given in Eq. (16). 
For the case of the variable heat transfer distribution, the model 
and the numerical solutions are shown in Fig. 5. In both cases 
the agreement is excellent for all streamwise positions, which 
justifies the assumptions made in the derivation of the fluid 
temperature model. 

local heal transfer coelllclent in W/Cm'K) 

Fig. 6 Minimization function 
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local h.t.c. 0 - Correct Tw1 ,Tw2 
local h.t.c. u - Twl-O.IK, TW2+0.1K 
local h.t.c. m-Tw1-0.1K, TW2-0.IK 
local h.t.c. p • TW1+0.1K, Tw2+0.1K 

Orifice flow meter 

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 

xlnm 

Fig. 7 Re-evaluated local heat transfer coefficients for uniform heat 
transfer coefficient distribution 

The wall temperature indications were taken from the numeri­
cal experiments. Since the numerical model applies the same 
assumptions as the measurement technique, "perfect" indica­
tions are obtained. After the computation of the local wall tem­
perature histories, two different wall temperatures (Twt and 
TW2) were chosen as indication temperatures and the times of 
their occurrence for all streamwise positions were determined 
using linear interpolation between the discrete time steps. To 
evaluate the local heat transfer coefficient and the lumped up­
stream heat transfer parameter, these times are inserted into 
Eqs. (20) and (21) and the sum 

2 

'L(&w(tl)-®wi)
2=f(h,a) (24) 

with ®w from Eqs. (20) and (21) is minimized at each position. 
A downhill simplex method given by Press et al. (1989) is 
used for this minimization. A typical residual function of the 
minimization (Eq. (24)) is plotted in Fig. 6 versus the local heat 
transfer coefficient and the upstream heat transfer parameter. It 
can be seen that the sensitivity of the local heat transfer coeffi­
cient h with respect to the minimization is much smaller than 
for the upstream heat transfer parameter a. 

To check the robustness of the method the indication tempera­
tures were perturbed with values that are typical for experimen­
tal uncertainty. In the following comparison the correct (index 
0) indication temperatures are perturbed simultaneously with 
+0.1 K (index p) and -0 .1 K (index m) for both Twl. Further­
more a perturbation of —0.1 K for Twl and +0.1 K for TW2 

(index u) was applied. The comparison of the re-evaluated heat 
transfer coefficients with the known prescribed values for the 
uniform heat transfer distribution is given in Fig. 7. For the 
random distribution the results are given in Fig. 8. 

n 1.05 

local h.t.c. 0 - Correct Tw1 ,Tw2 
local h.t.c. u - Twl-O.IK, Tw2+0.1K 
local h.t.c. m - Tw1-0.1K, Tw2-0.1K 
local h.t.c. p - Tw1+0.1K, Tw2+0.1K 
local h.t.c. 4 Indications, Tw1-0.1K, Tw2-0.1K, Tw3+0.1K, Tw4+0.1K 

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 
xlnm 

Fig. 8 Re-evaluated local heat transfer coefficients for random hdat 
transfer coefficient distribution 

+-CQ-

Field of View 

Fig. 9 Experimental arrangement 

Using this method, all cases give good results. For the cases 
of disturbed data in different directions (index u), which is the 
worst case for the presented method, the deviations are about 
5 percent for the uniform heat transfer distribution case and up 
to 17 percent for the random case. 

The accuracy of the method might be increased by using a 
sophisticated image processing system (Wang et al., 1994b) 
which is able to determine a more detailed history of the surface 
temperatures, therefore using more indications in the data reduc­
tion. This is demonstrated in the fourth curve of Fig. 8, where 
using four perturbed indications (-0.1 K for Twl, Tw2 and +0.1 
K for TW3, TW4) the error level is brought down to about 6 
percent from 17. 

Experiments and Results 
Figure 9 shows a schematic of the test apparatus. Air is 

supplied to an electrical heater section followed by a valve. In 
operation the heated flow is diverted away from the test section 
prior to the test. Ambient air is sucked into the test section by 
a second pump to achieve uniform initial temperatures. The test 
section consists of a 1400-mm-long, straight, smooth, 50 mm 
X 50 mm square duct. The entire channel is constructed of 
perspex with a wall thickness of 10 mm for all walls. The walls 
are covered with three different small band TLC and black paint. 
Along the channel centerline 10 thermocouples are installed to 
measure the fluid temperature. A thermal transient is initiated 
using the valve to route the heated air flow suddenly through 
the test section. Experiments for different Reynolds numbers 
were made and the TLC pattern at one wall between the stream-
wise positions x = 1.115 m and x = 1.285 m were monitored 
by a CCD camera and evaluated by an image system. The three 
indications of one color of the different TLC at each location 
were used to determine the local heat transfer coefficient and 
the upstream heat transfer parameter applying the minimization 
procedure described above. A typical heat transfer distribution 
on one channel wall is shown in Fig. 10. 

Figure 11 gives the determined heat transfer parameter distri­
bution over the test surface. This distribution shows two long 
valleys of smaller a close to the sidewalls. Since lower a means 
higher fluid driving temperature this pattern might be attributed 
to the secondary flow in the channel. Hot fluid from the center 
is driven by the secondary flow toward the corners leading to 
higher fluid driving temperature there. The fluid cools down at 

22.50 23.00 23.50 24.00 24.50 25.00 

Fig. 10 Local heat transfer coefficient distribution in W/m2 K (Re 
116,600) 
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a 

Fig. 11 Distribution of heat transfer parameter in W/m2 K (Re = 116,600) 

the wall and flows back close to the channel centerline, therefore 
creating a lower driving temperature there (higher a). 

The method determines the heat transfer coefficient for the 
three-dimensional experimental situation based on local fluid 
driving temperature (adiabatic wall temperature, which is in the 
one-dimensional case the fluid bulk temperature) rather than on 
mixed bulk temperature. The distribution of the heat transfer 
parameter a is therefore a measure of the unmixness of the 
fluid. 

Using the determined a distribution and Eq. (16) for the 
fluid driving temperature and averaging over the span at one 
streamwise location, the average fluid driving temperature 
Tf(t) at this location is determined. For a well-mixed flow as 
typical for, e.g., gas turbine blade cooling passages, this temper­
ature should be close to the fluid bulk temperature, although 
the relationship between both is not given by this method. 

The average fluid driving temperature 7} (t) and the upstream 
surface temperature Tp{t) from the model have been calculated 
at the axial position of the measured centerline temperature 
Tcl(t). The ratio of these temperatures, i.e., the profile factor y 
was evaluated according to: 

7 
_ Tf(t) - Tp(t) 

Tcl(t) - Tp{t) 
(25) 

For all tests, as well as for all times within one test, the 
determined value of y shows only small variations (±0.015) 

Dittus Boelter - Correlation 
o Measurements 

100000 120000 

Re 

Fig. 13 Average Nusselt number 

around a mean value of 0.89. This value may be compared with 
the theoretical value of 0.833 for a fully developed pipe flow 
using 7-power laws for the velocity and temperature profiles 
with an isothermal surface, if Tf(t) were the bulk temperature. 
Since mixing is enhanced in the square duct due to the second­
ary flow, the determined value is quite reasonable. In Fig. 12 
the measured centerline temperature is compared with the calcu­
lated value using y_^ 0.89 and the average calculated fluid 
temperature history Tf(t). 

Finally, the measured heat transfer coefficients for the differ­
ent tests have been averaged over the test surface and compared 
to the correlation of Dittus and Boelter for various Reynolds 
numbers: 

Nu = 0.023 Re0 8 Pr° (26) 

in Fig. 13. 

Conclusions 
A simplified model describing the time-dependent local fluid 

temperature driving the local heat transfer in a transient heat 
transfer test was derived for long internal cooling channels. 
Using at least two surface temperature indications, the local 
heat transfer coefficient can be determined without an explicit 
energy balance. An upstream heat transfer parameter character­
izes the influence of the upstream wall heat loss on the local 
fluid temperature, which is the adiabatic wall temperature in 
the general situation. As shown in the experiment, for well-
mixed flow this local fluid temperature reflects the fluid bulk 
temperature very well. The model can be generalized to situa­
tions with varying mass flow in the streamwise direction, such 
as cooling channels having film cooling ejection. 

x=1.2 m 
T0=19.2°C 
TE=74.4°C 

• Centerline measured 
- ^ - fluid driving temperature 
— Centerline calculated 

t ins 

Fig. 12 Comparison of calculated and measured centerline temperature 
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A P P E N D I X 

Analytical Solution 

The governing equations for the conjugate convection prob­
lem with uniform heat transfer coefficient are: 

Fluid: 

we obtain for the fluid: 

dTf hU 
—J- = — (Tw(x, t) - Tf(x, 0 ) 
ox mcp 

with the initial condition: 

Tf(x, 0) = (TE - T0) exp(-fe<;) + T0 

where b = hUlmcp, and the boundary condition: 

7X0, t) = TE. 

Solid: 

dT, K d2Z d% 
0 < y < oo 

dt QSCPS dy2 dy2 

with the initial condition: 

Ts(x,y, 0) = T0 

and the boundary condition: 

~K^s(x,y = 0,t) = h(Tf-Tw). 
dy 

Using the dimensionless variables 

(A.l) 

(A.2) 

(A.3) 

(A.4) 

(A.5) 

r>Ti r-fi rfi rr* r-rK « r t 

® IrzJi @w = hLzl° ®i = ZLil° (A.7) 
' S _ l o ' J - Jo * E ~ i0 

with 

and 

and for the solid: 

with 

^ = b(@w-&f) 
ox 

©/ = e x p ( - t o ) t = 0 

0 , = 1 x = 0 

d&s d2®s 

dt a dy2 

and 

0S = 0 t = 0 

-K^r = h(®f-®w) v = 0 
dy 

(A.8) 

(A.9) 

(A.10) 

(A. l l ) 

(A.12) 

(A.13) 

Using Laplace Transforms for the solid, the wall temperature 
in the Laplace domain is obtained as: 

®w = ® P 

0 + B 
(A.14) 

where 0 = hl\s,B = ipla, and p is the Laplace variable. 
Using Laplace Transforms for the fluid and inserting Eq. 

(A.14) we obtain: 

5 - 1 ( -bBx \ 
(A.15) 

For finding the inverse transformation of Eq. (A.15) 

ST , L > 1 bpx 
0 / = e x p ( - t a ) - exp — — 

P \P + B 

e x P ( - f e ) - U x p ( ^ 

the term: 

D 
F(p) = exp 

is considered. Using a power series expansion: 

D" 1 

(A.16) 

(A.17) 

F(p) = 1 + 1 

- " / ? + l l 

(A.18) 

(A.6) and 

(A.19) 

1 + A . 
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we can consider the binomial series 

1 

i + A , 
= 1 + 1 " B W / J , r , (A.20) 

which is valid for \p\ > fi2a. By choosing another summation 
index, k = n + m, we obtain: 

1 _ , , 1 ~ D" a"'2 

- F(p) = - + 2, —- 1+(„ /2 ) 

+ 1 I (-I)*"" 
D"/3* 

(n - l)!«!(ifc- «) ! 

The inverse transformation for this expression is (Doetsch, 
1970): 

D" t 

. n\ _ / „ n 
F ( 1 + 2 

t=,2 [„„, (n - ! ) ! « ! ( & - n ) ! j 

X (/c - l ) ! a " 2 -

r i + 
(A.22) 

So finally the fluid temperature is given by: 

Tf - T0 

TE- r„ 
= exp(-fot) ( W .„ f 1 + I ^ ^ a " ' 2 

ni + -

/S=2 Ln=l (n - l ) ! n ! ( & - n)\ 

X(k- \)\ak 

r I + 
(A.23) 

which is valid for sufficiently small 02at. 
For large values of /32at a long time solution can be obtained 

in the following way: 

G(p) = - exp 
P 

D 

P + 

1 1 " 
= - + - 1 

p P „=i 

D" 

«i+Wf 
" n! 

(A.24) 

Using the binomial series 

1 

0\a 

, + s i " : GV i 1 <A-25' 
which is valid for \p\ < p2a and consider for large times 
(p -» 0) only the term m = 1, G(p) can be approximated by: 

where k = n - I. 
Rewriting Eq. (A.26) gives 

G ( p ) % M ^ H ^ e x p G D (A-27) 
The inverse transformation of Eq. (A.27) is given by 

^ ^ ^ ( f ) - ^ ^ ^ ) ^ (A'28) 
with Dip = bx, which leads to (using Eq. (A. 16)) 

=* 1 -
bx 

(A.29) 
TE - T0 pjaTlt 

Equation (A.29) is identical to the large time approximation of 
Eq. (16) using 

exp(y2) erfc (y) 
1 

(A.30) 

for large y and taking into account that for a constant heat 
transfer coefficient a = h. 

Table 1 Uncertainty analysis: contribution of individual measurands for 
a typical experiment 

parameter (units) value AX, AX, 8h 

h 8X, 
Ux m!K 

ihCp W 
2 . e - 3 2.e-4 2.5 

ra'K 569 29 6.5 

TE(°C) 74.4 0.2 1.1 
T0(»C) 19.2 0.1 0.1 

TLC,(°C) 34.8 0.1 1.6 

W O 39.7 0.1 0.1 

W C ) 45.2 0.1 2.0 
t,(s) 3.77 0.04 1.1 

t,(s) 7.91 0.04 0.1 

t,(») 16.54 0.04 
uncertainty: 

0.4 16.54 0.04 
uncertainty: 7.6 

xlOO 
AX; 8a 

a 8X, 

1.5 

4.3 
2.9 
3.8 
12.5 
1.5 
11.9 
8.4 
0.5 
2.2 

XlOO 

20.5 
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Temperature-Dependent 
Absorptances of Ceramics 
for Nd:YAG and C02 Laser 
Processing Applications 
The absorptance of a material at the laser wavelength and as a function of tempera­
ture, ranging from room temperature to the removal point, significantly affects the 
efficiency of the laser machining process. A priori predictions of a laser machining 
process, using either simplistic or sophisticated models, require knowledge of the 
material's absorptance behavior. An experimental apparatus for such measurements 
is described. The device consists of a specimen mounted inside an integrating sphere, 
heated rapidly by a C02 or a Nd:YAG laser. Reflectances are measured with a small 
focused probe laser (Nd:YAG or C02), while specimen surface temperatures are 
recorded by a high-speed pyrometer. Experimental results have been obtained for 
wavelengths of 1.06 \im (Nd:YAG) and 10.6 pm (C02) for graphite, alumina, hot-
pressed silicon nitride, sintered a-silicon carbide, as well as two continous-fiber 
ceramic matrix composites (SiC-based). Data are presented for temperatures be­
tween room temperature and the ablation/decomposition points. 

Introduction 

Extensive application of lasers in materials processing has 
led to the development of several theoretical models to predict 
a priori the interaction between lasers and materials, e.g., Dabby 
and Paek (1972), Abakians and Modest (1988), Chryssolouris 
(1991), Vorreiter et al. (1991), Ramanathan and Modest 
(1992), Roy and Modest (1993), Bang et al. (1993), Modest 
et al. (1995), Modest (1996). These range from simple one-
dimensional ones to complex three-dimensional transient mod­
els. To validate and use these models, the spectral absorptance 
of the material at the laser wavelength and at temperatures up to 
its "removal temperature" (the temperature at which material 
removal occurs, be it by ablation, decomposition, microexplo-
sions, etc., depending on the material) is required. Currently, 
sufficient and accurate experimental data of this nature are not 
available. To measure the temperatures during laser processing, 
infrared pyrometry appears most suitable. However, since the 
temperature obtained by the pyrometer is the radiance tempera­
ture, knowledge of the emittance of the material at the pyrome­
ter wavelength is again required to determine the actual temper­
ature. In this article a new experimental setup to determine high-
temperature spectral absorptances rapidly at Nd:YAG and C0 2 

wavelengths (1.06 /xm and 10.6 jiva), is presented. Results from 
these experiments can supply the necessary input data for these 
theoretical models. Since pyrometers tend to operate around 1 
fim, the Nd:YAG absorptance measurements also provide the 
necessary emittance data for infrared pyrometry. 

Various experimental techniques have been developed to 
measure the radiative properties of opaque materials. These 
may be separated into three loosely defined groups: calorimetric 
emission measurements, radiometric emission measurements, 
and reflection measurements (Modest, 1993). The calorimetric 
emission measurement methods and radiometric emission mea­
surement methods require the specimen to be maintained at the 
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temperature at which the radiative properties are to be measured. 
Therefore, it is unrealistic to measure the radiative properties 
of solids near their removal temperature using these methods. 
Best suited for the present task with its extreme temperatures 
appears to be an integrating sphere reflectometer (Jacquez and 
Kuppenheim, 1955). 

Jacquez and Kuppenheim (1955) have provided the general 
theory of the integrating sphere for hemispherical spectral re­
flectance measurements. They describe two measurement tech­
niques. In the first method, the so-called "substitution method,'' 
the reflected signal of the specimen and the standard reference 
are measured consecutively by replacing the sample by the 
standard, and the ratio of the respective detector readings is-
taken to determine the reflectance. In the second method, the 
so-called "comparison method," the sphere has two sample 
holders, and the sample and the standard reference are each 
placed in their own positions. The light beam is switched from 
sample to standard and the ratio of the respective detector read­
ings is again determined. Efficiencies and errors for both meth­
ods were discussed by Jacquez and Kuppenheim. 

Spectral hemispherical emittance measurements at high tem­
peratures have been carried out by a number of researchers. 
One of the early works was done by Kneissl and Richmond 
(1968). Using an integrating sphere, they heated refractory met­
als and ceramics by induction up to 2000 K. A He-Ne laser, 
which operated at several visible and near-infrared wavelengths, 
was used together with corresponding bandpass filters to obtain 
high signal-to-noise ratios. A two-detector ratioing system was 
used to offset the power fluctuation of the He-Ne laser. Bober 
and co-workers (Bober and Karow, 1977; Bober, 1980; Bober 
et al., 1980) also measured the spectral emittance and re­
flectance of oxide and carbide ceramics up to 4000 K at several 
distinct wavelengths between visible and 10.6 /im. They devel­
oped an integrating-sphere laser reflectometer, which used one 
laser beam for heating together with simultaneous irradiation 
of the specimen's surface by a second probe laser at a different 
wavelength. The probe laser was modulated by either a mechan­
ical chopper or an electro-optic ADP modulator and demodu­
lated by a fast lock-in amplifier, which rejected the emission 
from the hot spot. The heating process took between 1 and 100 
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ms. A simpler approach was used by Ramanathan and Modest 
(1993), who used a single laser beam as both heating and 
probe light source. To smooth out fluctuations in laser power, 
a thermopile detector was used for the reflectance measurements 
at the cost of temporal resolution. 

In a reflectometer the energy falling onto the detector consists 
of several parts: the reflected radiation of the probe beam, the 
emitted radiation from the hot specimen, and, if a laser is used 
for heating, reflected radiation from the heating laser. The method 
adopted by Kneissl and Richmond (1968) cannot reject the emis­
sion from the specimen completely. Bober and co-workers used 
a combination of chopper and lock-in amplifier to overcome this 
problem, but they did not consider power fluctuations of the probe 
laser. In the scheme adopted by Ramanathan and Modest (1993), 
their thermopile detector had a response time of 0.3 s, while the 
heating process took only 1 s. This made it difficult for the detector 
to keep up with the changing signal, i.e., the detector may have 
lagged behind the changing signal, giving too flat a response. 
Another disadvantage of their scheme was that they used a single 
laser for both heating and probing. Therefore, the irradiated spot 
of the specimen was not isothermal due both to the spatial laser 
beam profile and to conduction losses. For a single beam, the 
irradiation is reflected over a range of temperatures rather than at 
a single temperature, the highest temperature at the beam center 
being reported by the pyrometer. For this reason, the use of a 
single laser for both heating and probing can result in significant 
inaccuracy. 

A new experimental apparatus for the rapid measurement of 
solid reflectance at high temperatures has been constructed. The 
setup incorporates dual integrating spheres to eliminate power 
fluctuations of the probe light source, a combination of lock-in 
amplifier and chopper to reject emission from the specimen, and 
a separate heating laser at a different wavelength and with a 
substantially larger spot size to achieve an isothermal probe spot. 
A pyrometer with a spectral response of 0.8 ~ 1.0 fxm was used 
to measure the sample temperature. The emittance of the material 
at the Nd:YAG wavelength was used to infer actual temperatures 
from the radiance temperature measured by the instrument. The 
absorptance as a function of temperature at Nd:YAG and C02 

wavelengths is presented for several materials. 

Experimental Setup 
The experimental setup for measuring the reflectance of a 

sample at elevated temperature is shown in Fig. 1, consisting 
of two integrating spheres, a heating laser, a probe laser, two 
detectors, a mechanical chopper, and two lock-in amplifiers and 
laser optics. The specimen was mounted at the center of the 
sample integrating sphere (RTC-060-IG), which was purchased 
from Labsphere. The inner wall of the sphere and the sample 
mount are coated with Infra-Gold, which has a reflectance of 
95 percent over the range of 1 ~ 20 fim. The sample sphere is 
15 cm in diameter and has three 2.5 cm access ports on the top, 
and another 1.25 cm detector port is located at the side. The 
detector port is well baffled from the sample to ensure that the 
radiation is isotropically scattered before reaching the detector. 
The specimen was irradiated by a probe laser with an incidence 
angle of roughly 20 deg, and a beam diameter of approximately 
100 ~ 200 fj,m. An Apollo 575 tunable C0 2 laser was used as 
probe laser for 10.6 fim property measurements, while for 1.06 
fj,m a Control 512QG Nd:YAG laser was used. In each case, 
the probe laser beam was modulated by a mechanical chopper 
(SR540, Stanford Research) running at roughly 3 kHz, near the 
maximum frequency of the chopper. The modulated signal was 
detected by an MCT detector (Graseby Infrared). This detector 
performs well at both 1.06 and 10.6 jim. The detector was 
connected to the lock-in amplifier (SR850, Stanford Research). 
The modulation of the probe laser, together with a laserline 
bandpass filter in front of the detector to block the radiation 
at other wavelengths, allows the measurement of the reflected 

heating 
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lens 
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laser chopper 

beam 
splitter 

detector 

reference sphere 

lens 

detector 
SR810 
Lock-in 
amplifier 

\ 

Sample sphere 

laser line 
filter 

SR850 
Lock-in 
amplifier 

Fig. 1 Schematic of experimental setup 

radiation in the presence of intense radiation emitted from the 
heated zone as well as reflection from the strong heating laser. 
The lock-in amplifier was set to run at a constant time of 1 ms, 
which was restricted by the chopping frequency. In order to 
eliminate errors due to power fluctuation of the probe laser, the 
probe beam was split with a part of the beam going into a 
reference integrating sphere (IS-020-IG, Labsphere). The sig­
nal of the reference sphere monitoring the temporal power fluc­
tuations was recorded by another MCT detector (Graseby Infra­
red) and lock-in amplifier (SR810, Stanford Research). 

The specimen was heated by a second laser operating at a 
different wavelength from the probe laser: During 1.06 /xm 
measurements, a C0 2 laser (Coherent Everlase S51) was used 
for heating, while a Nd:YAG laser (Hobart HLP 3000) was 
used for heating during 10.6 /j,m property measurements. The 
sample sphere was purged with argon during the heating process 
to suppress chemical reactions. The heating laser was only par­
tially focused to give a spot of roughly 1 mm2. In this configura­
tion the heating lasers were able to heat up the specimens to 
their removal temperature within 100-200 ms, which further 
minimized chemical reactions. The probe laser was focused 
onto the center of the heated zone. First, the two lasers were 
aligned by using the internal alignment laser. Then both lasers 
were turned on to burn spots on a test sample. The alignment 
was adjusted to center the probe spot to the heating spot. Accu­
rate alignment of the probe laser to the center of the consider­
ably larger heated zone ensured that the probed spot was essen­
tially isothermal. 

To align the pyrometer for Nd:YAG probing, the probe laser 
spot location was determined using an IR viewer, after which 
a He-Ne laser was focused onto the spot to indicate its position. 
For 10.6 jum measurements the probe laser, when aimed at the 
specimen with the chopper off, was strong enough to heat the 
specimen to a temperature, whose emission was strong enough 
to be visible in the pyrometer's eyepiece, and the pyrometer 
was aligned to the center of this hot spot. The pyrometer was 
designed and constructed specifically for this experiment by 
Ramanathan et al. (1996), and was aimed at the probe laser 
spot to measure the surface temperature of interest. The pyrome­
ter has a viewing area of 50 fim in diameter and time constant 
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of 10 fj,s. The spectral response of the pyrometer is approxi­
mately 0.8 ~ 1.1 //m. In order that the pyrometer can be used 
with a (heating or probe) Nd:YAG laser, a 0.95 fjtm short-pass 
filter was added in front of the pyrometer. The pyrometer was 
recalibrated after the filter was added. 

The demodulated reflection and temperature signals were dig­
itally recorded. The specimen was then replaced by a standard 
reference with known reflectance without disturbing the setup; 
only the probe laser was turned on this time and the radiation 
signals from both integrating spheres were recorded. The stan­
dard references used were a spectralon diffuse reflectance stan­
dard (SRS-99-010) and an Infra-Gold coated sample both pur­
chased from Labsphere. The optics for the C0 2 laser path were 
made of zinc selenide, and the optics for the Nd:YAG laser 
path were made of calcium fluoride. 

Jacquez and Kuppenheim (1955) showed that for an integrat­
ing sphere with uniform wall coating the radiation, which passes 
out of an aperture of the sphere, is proportional to the speci­
men's reflectance and a configuration coefficient, which is a 
function of the port area, the inner surface area of the sphere, 
and the reflectance of the wall coating. When the port area is 
small compared with the inner surface area of the sphere, which 
is an appropriate assumption for most integrating spheres, the 
configuration coefficient can be regarded as a constant. Further­
more, if the detectors are working in their linear range, it follows 
that 

k 
i. vr 

( i ) 

where Is and /, are the intensities of the radiation, ps and pr are 
reflectances of the specimen and the reference, and V, and Vr 

are signals produced by specimen and reference, respectively. 
For an opaque specimen, the spectral absorptance a and emit-
tance e are given by 

e = a = 1 - ps. (2) 

Since temperature and reflectance signals are recorded simulta­
neously, they can be used together to provide absorptance versus 
temperature data. Because the pyrometer used has a radiance 
temperature range of 1500 K to 3500 K (after addition of the 
0.95 fim bandpass filter), the experiment cannot match the ab­
sorptance data to radiance temperatures below 1500 K, although 
it still provides the value of absorptances at room temperature. 

Results and Discussion 
Between four and six different reflectance measurements 

were carried out at each wavelength for each material, using 
new specimens for each experiment. Each experiment was car­
ried out at different power levels, to ascertain that there were 
no serious changes of reflectance with irradiation levels. It was 
observed, as noted by Ramanathan and Modest (1993) pre­
viously, that the removal temperature of each material increases 
somewhat with irradiation level; this is in qualitative agreement 
with an ablation rate according to an Arrhenius relation. Be­
cause of the limited number of runs, and because the maximum 
temperature reached in each experiment (but on the same mate­
rial) was different, determination of standard deviations was 
deemed inappropriate. Instead, data for reflectance versus radi­
ance and actual temperatures are presented in terms of average 
values (averaging results from different irradiation powers), 
together with upper and lower bounds. For the highest tempera­
tures, whenever fewer than three data points remained, only the 
average reflectance is shown. 

Hot-Pressed Silicon Nitride. The hot-pressed silicon ni­
tride used in this study contains 6 wt% Y203 and 2 wt% A1203 as 
additives and was purchased from GTE Inc. Upon laser heating 
silicon nitride will decompose into liquid silicon and nitrogen. 
Absorptance data for Si3N4 at 10.6 fim and 1.06 fim are shown 
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Fig. 2 Absorptance versus temperature of Si3N4 at 1.06 /xm 
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Fig. 4 Typical temperature signal of Si3N4 during heating process 

in Figs. 2 and 3 for temperatures up to its decomposition temper­
ature of approximately 2170 K (Pehlke and Elliot, 1959; Rama­
nathan and Modest, 1993). The absorptance of Si3N4 at 1.06 
//m remains almost constant at 0.85 for temperatures all the 
way up to 2170 K. The heating process shows the decomposi­
tion radiance temperature when the signal from the pyrometer 
reaches a constant as seen in Fig. 4 for a typical run. The 
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Fig. 6 Absorptance versus temperature of SiC at 10.6 /urn 

radiance temperature during decomposition is seen to be ap­
proximately 2100 K. Using the spectral emittance at 1.06 jim, 
this yields an actual decomposition temperature of 2143 K, 
which agrees well with the value provided by Pehlke and Elliot 
(1959). The periodicity in the temperature signal is due to a 
120 Hz fluctuation in the power of the heating laser. Since the 
temporal reflected signal also shows the same periodicity, it is 
canceled out in the absorptance versus temperature signal. 

The absorptance at 10.6 fj,m measured at room temperature 
with the present setup was found to be 0.15, which is slightly 
lower than that reported by Roy et al. (1993), who gave a value 
of 0.18. The absorptance remains low until about 1600 K and 
beyond that changes appreciably with temperature. Si3N4 is 
known to have a reflection band at around 10 (j,m (Wallace, 
1983). The rapid increase of absorptance can be attributed to 
a band shift at elevated temperatures. The present result is con­
siderably different from that of Ramanathan and Modest 
(1993), who reported that the absorptance increases only mod­
erately as the temperature increases from 1300 K to 2200 K. 
As discussed earlier, due to the slow detector used in their 
experiment, their apparatus apparently did not respond fast 
enough to the rapidly changing signal. 

Sintered or-Silicon Carbide. Sintered a-silicon carbide 
was purchased from Carborundum Inc., in the form of a 3.5-
mm-thick sheet. No data are available on the additives used 
in the manufacture of this material. Upon laser heating SiC 
decomposes into several different gases. Figure 5 shows that 
the absorptance at 1.06 fim increases slightly with temperature 
up to 2200 K, after which it decreases to 0.73 at 2900 K. SiC 
is known to have a 12.6 /jm reflection band (Spitzer et al., 
1959) (fundamental lattice band), and the reflection band shifts 
to larger wavelengths as the temperature rises, as do other ionic 
crystals (Hass, 1960; Jasperse et al., 1966; Chang and Mitra, 
1972). Because of the band shift one would expect to see a 
decrease in reflectance, and hence an increase in absorptance. 
Roy et al. (1993) reported that the normal absorptance of SiC 
at 10.6 /jm increased with temperature from 0.2 at room temper­
ature to 0.85 at 1273 K. Our data in Fig. 6 show that the 
absorptance at 10.6 fim increases from 0.6 at 1500 K to 0.8 at 
1900 K and then decreases marginally to 0.76. This difference 
may be attributed to the fact that Roy et al. (1993) used furnace 
heating, which may have resulted in a thin Si02 layer on the 
surface at fairly low temperature, while laser heating takes only 
a fraction of a second, so that the oxidation can occur only 
close to the decomposition temperature. 

Graphite. The graphite measured in this study is black 
graphite (McMaster-Carr), which is expected to ablate at ap­
proximately 4000 K. The absorptances at 1.06 ^m and 10.6 fim 
are shown in Fig. 7. The absorptance at 1.06 fim is about 0.95 
from 1500 K to 3400 K, which agrees well with the existing 
literature for the visible range (Wilson, 1964). On the other 
hand, the absorptance at 10.6 fim shows a slight temperature 
dependence, increasing from 0.73 at 1500 K to 0.84 at 3400 K. 

Alumina. The alumina used in this study was AD99 and 
was purchased from Coors Corp. Unlike all the other ceramics 
in this study (which decompose mostly into gases without melt­
ing first), alumina is known to melt at around 2315 K under 
equilibrium conditions (Chase et al., 1985). The results pre­
sented in Fig. 9 are the absorptance at 1.06 fan, showing that 
alumina is highly reflective until about 1800 K, and its absorp­
tance starts to increase sharply thereafter, reaching 0.95 at 2800 
K. The results differ from those of Blair (1960), who used a 
"direct technique," which is known to be susceptible to large 
errors at short wavelengths (Battuello and Ricolfl, 1989). Due 
to the low emittance at 1.06 fim, the pyrometer could not detect 
temperatures below 1780 K (or 1500 K radiance temperature). 
Figure 8 does not show a distinct change in absorptance at the 
melting point of 2315 K. Indeed, for most of the specimen the 
temperature versus time signal did not show a distinct melting 
point. A typical temperature versus time signal is shown in Fig. 
9: Because of the strong laser irradiation, the alumina apparently 
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superheats to about 2600 K before starting to melt. Due to this 
superheating melting takes place over a range of temperatures 
and internal melting is possibly continuing after the laser was 
turned off at a surface temperature of about 3350 K. Note that 
during cool down there is a distinctive plateau at around 2300 
K, indicating equilibrium soli'dification and corroborating the 
JANAF table's melting temperature (Chase et al., 1985). Data 
for the other specimens are similar, with onset of melting rang­
ing from 2300 K to 2600 K, depending on irradiation levels. 
Results for 10.6 /xm are not available, since the absorptance of 
alumina at the heating laser wavelength of 1.06 /xm is only 0.18 
in the temperature range between room temperature and 1800 
K. This causes large amounts of heat to be dissipated to the 
integrating sphere, which could damage the apparatus. 

Composite Materials. The composite materials considered 
were SiC/SiC composite (consisting of long woven /3-silicon 
carbide fibers embedded in a /3-silicon carbide matrix) and C/ 
SiC composite (carbon fibers embedded in a /3-silicon carbide 
matrix). They were obtained from E. I. DuPont de Nemours 
and Co., and contained nominally 45 vol% matrix material and 
45 vol% fibers, with the rest being porosity. Upon laser heating 
the matrix material decomposes into gases, while some of the 
fibers are removed microexplosively (Ramanathan and Modest, 
1995). 

C/SiC. Figures 10 and 11 show the absorptance of C/SiC 
at 1.06 /xm and 10.6 /xm, respectively. The absorptance at 1.06 
/xm increases slightly from 0.87 at 1550 K to 0.92 at 3100 K. 
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Fig. 11 Absorptance versus temperature of C/SiC at 10.6 /urn 

This is slightly higher than that of monolithic a-silicon carbide 
and lower than that of graphite, which was expected. The 
absorptance at 10.6 /xm was found to be 0.7 at room tempera­
ture, which agrees with Ramanathan and Modest (1993), who 
reported the absorptance at 10.6 /xm as 0.67 below 1250 K, and 
increasing almost linearly with temperature to 0.77 at 2270 K. 
The current study shows that the absorptance increases before 
the temperature reaches 1550 K, and then changes slightly from 
0.9 at 1550 K to 0.93 at 2300 K. Both inherent weaknesses of 
Ramanathan and Modest's scheme (single beam, slow detector) 
would tend to have their experiment report lower-than-actual 
absorptance data. The absorptance of C/SiC does not have the 
same small peak around 2000 K as the monolithic silicon car­
bide. This may be attributed to the fact that the decomposition of 
silicon carbide is suppressed by the carbon-rich vapors (Singhal, 
1976). 

SiC7SiC. Figures 12 and 13 show the spectral absorptance 
versus temperature at 1.06 /xm and 10.6 /xm. At 1.06 /xm the 
absorptance shows no appreciable change with temperature. It 
is higher than that of monolithic SiC, which was expected due 
to the material's porosity. The absorptance at 10.6 /xm changes 
from 0.7 at 1500 K to 0.92 at 2300 K and then decreases to 
0.72 at 2800 K. As expected, these value are higher than those 
of Ramanathan and Modest (1993), and also increase faster 
with temperature. The absorptance of SiC/SiC reaches a peak 
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value at 2300 K and decreases thereafter, which is consistent 
with the behavior of monolithic SiC. The peak at 2300 K fades 
to a plateau of absorptance in Ramanathan and Modest (1993). 
It is also interesting to notice the peak of absorptance appearing 
around 2300 K in contrast to that of C/SiC, which has no peak. 

Conclusions 
An integrating sphere reflectometer with dual laser beams 

for heating and probing was constructed. The apparatus, which 
incorporates two integrating spheres in combination with a 
chopper and two lock-in amplifiers, can account for power fluc­
tuations of the probe light source and measure the reflectance 
in the presence of intense ambient radiation. The hemispherical 
absorptances for a number of ceramics, namely silicon nitride, 
silicon carbide, graphite, alumina, and two composite ceramics 
(C/SiC and SiC/SiC), have been presented. The results can 
furnish reliable radiative property data for use in theoretical 
models of laser processing, and can improve the accuracy of 
infrared pyrometry. 
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Inverse Determination of Steady 
Heat Convection Coefficient 
Distributions 
An inverse Boundary Element Method (BEM) procedure has been used to determine 
unknown heat transfer coefficients on surfaces of arbitrarily shaped solids. The proce­
dure is noniterative and cost effective, involving only a simple modification to any 
existing steady-state heat conduction BEM algorithm. Its main advantage is that this 
method does not require any knowledge of, or solution to, the fluid flow field. Thermal 
boundary conditions can be prescribed on only part of the boundary of the solid 
object, while the heat transfer coefficients on boundaries exposed to a moving fluid 
can be partially or entirely unknown. Over-specified boundary conditions or internal 
temperature measurements on other, more accessible boundaries are required in 
order to compensate for the unknown conditions. An ill-conditioned matrix results 
from the inverse BEM formulation, which must be properly inverted to obtain the 
solution to the ill-posed problem. Accuracy of numerical results has been demon­
strated for several steady two-dimensional heat conduction problems including sensi­
tivity of the algorithm to errors in the measurement data of surface temperatures and 
heat fluxes. 

Introduction 
A well-posed thermal boundary value problem requires either 

temperature or heat flux specified over the entire boundary of 
the solid region. When the surface is exposed to a moving fluid, 
convective heat transfer coefficients can be utilized as boundary 
conditions. Accurate values of the convective heat transfer coef­
ficients are difficult to obtain experimentally because their val­
ues depend strongly on at least twelve variables or eight nondi-
mensional groups (White, 1988). Typical semi-empirical ex­
pressions for prediction of heat convection coefficients represent 
curve fits through experimental data for very simple configura­
tions covering only limited ranges of flow-field parameters. 
Consequently, in most practical situations, the heat convection 
problems are solved by using a single value of the heat convec­
tion coefficient on the entire surface exposed to a moving fluid. 

This paper offers an entirely different approach to a problem 
of predicting the surface variation of the heat convection coeffi­
cient. The most innovative aspects of this approach are that it 
does not require any information about the flow-field and that 
it is noniterative. In other words, it is possible to treat the heat 
convection coefficient determination problem as an ill-posed 
boundary value heat conduction problem where no thermal data 
are available on parts of the boundary exposed to a moving fluid. 
This approach is capable of utilizing over-determined thermal 
measurements involving temperatures and heat fluxes where 
they are accessible. These data are then used to predict distribu­
tions of temperature, heat fluxes, and convective heat transfer 
coefficients on the boundaries where they are unknown. 

A noniterative algorithm has been developed that reliably 
and efficiently solves inverse (ill-posed) boundary condition 
problems governed by the Laplace equation in two-dimensional 
and three-dimensional multiply connected domains having dif­
ferent thermal material properties (Martin and Dulikravich, 
1996; Dulikravich and Martin, 1996). An extended version of 
this method was also successfully used in solving ill-posed 
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problems in two-dimensional elasticity (Martin et al., 1994) 
as well as for the determination of heat sources (Martin and 
Dulikravich, 1996). This technique is based on the Green's 
function solution method, commonly referred to as the Bound­
ary Element Method (BEM). It is an integral technique that 
generates a set of linear algebraic equations with unknowns 
confined only to the boundaries. For well-posed problems, 
Gaussian elimination or any other standard matrix inverter can 
solve the resulting solution matrix. When an ill-posed problem 
is encountered, the matrix becomes ill-conditioned. It has been 
shown that the proper solution to this matrix provides accurate 
results to various steady inverse heat conduction boundary value 
problems (Martin and Dulikravich, 1996, 1997). This method 
has been shown to suppress the amplification in measurement 
errors in the input data while both minimizing the variance in the 
output and preventing output bias. The algorithm is applicable to 
complex, multiply connected two and three-dimensional con­
figurations. 

Numerical Formulation 
The governing partial differential equation for steady-state 

heat conduction in a two-dimensional solid with a constant 
coefficient of thermal conductivity is 

kV2T = 0. (1) 

This linear elliptic partial differential equation can be inte­
grated subject to Dirichlet (temperature) boundary conditions, 
Neumann (heat flux) boundary conditions, and, when a bound­
ary is exposed to a moving fluid, the Robin (convective heat 
transfer) boundary conditions given as 

-k 
dT 

dn 
' ' c o n v v -* I * amb ) • (2) 

When ill-posed boundary value problems are encountered, 
portions of the boundary must be over-specified with both tem­
peratures and heat fluxes, while nothing is known on boundary 
rconv. Such linear boundary value problems can be solved nonit-
eratively when using the BEM. Consequently, the BEM is more 
robust than the widely used iterative numerical solution tech-
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niques. Analytical solutions to the partial differential equation, 
in the form of the Green's function, are part of the BEM solu­
tion. Therefore, high accuracy is expected because introducing 
the Green's functions does not introduce any error into the 
solution. In addition, the noniterative nature of the BEM elimi­
nates stability, numerical dissipation, and iterative convergence 
problems. This is valuable because iterative procedures for the 
solution of inverse problems tend to amplify errors due to ill-
posedness of the iteration matrix thus requiring complex regu-
larization (smoothing) algorithms (Tikhonov and Arsenin, 
1977). 

The BEM is a standard numerical technique that can be found 
in a number of textbooks (Brebbia and Dominguez, 1989). 
Consequently, only pertinent concepts will be summarized in 
this paper. Since the objective is strictly solving a boundary 
value problem, the unknown temperature, T, and the unknown 
flux, Q, are on the boundary rconv that is a part of the overall 
boundary T. The boundary T can be discretized into NBE isopara­
metric boundary elements. Although these test cases will not 
be discussed in this paper (Martin and Dulikravich, 1996), 
internal measurement points could exist where temperature data 
are obtained. The T and Q can vary between the neighboring 
end-nodes defining each boundary element. Each boundary ele­
ment can be integrated numerically using a standard Gaussian 
quadrature integration formula. Boundary elements containing 
a singularity at one end-point can be integrated analytically, 
resulting in a set of boundary integral equations, one for each 
boundary node plus one for every possible internal temperature 
measurement. The resulting discretized form of the BEM can 
be represented in matrix form (Brebbia and Dominguez, 1989) 
as 

[H]{T} = [G]{Q] (3) 

Here, [H] and [G] are full matrices containing geometrically 
defined coefficients. 

For a well-posed boundary value problem, every point on the 
boundary T is given one Dirichlet, Neumann, or Robin bound­
ary condition and there are no internal temperature measure­
ments. These boundary conditions are then multiplied by their 
respective coefficient matrix and collected on the right-hand 
side to form a vector of known quantities, {F} . The left-hand 
side remains in the standard form [ A ] { X } . This well-posed 
system of linear algebraic equations can be solved for the vector 
of unknown quantities {X } on the boundary by any standard 
matrix solver such as Gaussian elimination or LU factorization. 

If the boundary conditions (T, Q, or hcom) are unknown on 
parts of the boundary or if internal temperature measurements 
are included in the analysis, the problem becomes ill-posed. A 
solution of this inverse problem of determination of unknown 
boundary conditions may be obtained by using a procedure 
explained by Dulikravich and Martin (1996) and Martin and 
Dulikravich (1996). 

In summary, after multiplying the known quantities in the 
vectors {T} and {Q} by their respective coefficient matrix 

columns, the products should be collected into the vector of 
known quantities, {F} . The unknown boundary values of the 
vectors {T} and {Q} then form a single vector, (X }, 
multiplied by a highly ill-conditioned coefficient matrix, [A], 
which is, in general, not square. The truncated Singular Value 
Decomposition (SVD) method (Press et a l , 1986) has been 
often used to solve this ill-conditioned system of algebraic equa­
tions. Very small singular values of such ill-conditioned matrix 
[A] are zeroed out so that those algebraic terms that are domi­
nated by noise and round-off error are eliminated from the 
matrix. In order to determine which singular values are to be 
truncated, it is necessary to provide a user-specified singularity 
threshold parameter, TSVD- One method for determining the 
most suitable value of TSVD has been suggested by Martin and 
Dulikravich (1996). Any singular value, whose ratio with the 
largest singular value is less than this singularity threshold, will 
be automatically zeroed out in the SVD algorithm. 

In addition to the SVD algorithm, Tikhonov's regularization 
(Tikhonov and Arsenin, 1977) was also applied in a number 
of test cases in this study. The observation was that Tikhonov's 
regularization produces unacceptable levels of global bias when 
large regularization parameters are required for a smooth solu­
tion. Tikhonov's regularization was found to be very effective 
when errors were introduced into the surface heat flux measure­
ments (Martin and Dulikravich, 1996). 

Results 
The equation for the boundary heat flux from the Robin 

boundary condition was added directly into the linear BEM 
system (Martin and Dulikravich, 1996; Dulikravich and Martin, 
1996). The unknown temperatures were factored together with 
the other boundary nodal temperatures appearing on the left-
hand side of the BEM matrix equation set. After the ill-condi­
tioned coefficient matrix [A] has been inverted using the SVD 
algorithm, the unknown boundary values of T and Q were ob­
tained from {X} = [ A ] _ 1 { F } . Once these thermal boundary 
values were determined on the boundary rconv, the convective 
heat transfer coefficients were determined from 

dn 
(T\ * amb / • (4) 

Here, ramb is considered as known. Two test cases were used 
to assess the accuracy of the entire noniterative BEM inverse 
algorithm and its sensitivity to measurement errors in boundary 
temperatures and heat fluxes. 

A square flat plate with side lengths of 1 m was subject to 
homogeneous Dirichlet boundary conditions (T = 0CC) on three 
boundaries and a Robin boundary condition (hco„v = 1.0 W 
irT2 °C~', ramb = 1.0°C) on the bottom boundary. The thermal 
conductivity (k) was 1.0 W m"' °C~'. The analysis or well-
posed formulation consisted of the Dirichlet boundary condi­
tions on the top, left, and right boundaries of the plate, and 

Nomenclature 

[A] = coefficient matrix multiplying a 
vector of unknowns 

Bi = Biot number = hmnv L/k 
{F} = vector of known sources and 

boundary conditions 
[G] = BEM coefficient matrix multi­

plying nodal fluxes 
ôonv = convective heat transfer coeffi­

cient 
[H] = BEM coefficient matrix multi­

plying nodal temperatures 

k-
L 

NBE 

Q 

R-
T--

{T] 
fX ' 

r = 

thermal conductivity 
characteristic length 
number of boundary elements 
normal temperature derivative or 
flux dTldn 
vector of nodal fluxes 
random number (0 < R < 1) 
temperature 
vector of nodal temperatures 
vector of unknowns 
boundary contour 

a2 = statistical variance 
TSVD = SVD threshold value 

S7 = domain 

Subscripts 

amb = ambient fluid quantities 
INT = internal measurement 

conv = convective heat transfer 
perturb = perturbed value 
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Fig. 1 Isotherms predicted within the rectangular plate by the analytical 
(solid lines), direct BEM (dotted lines), inverse BEM with top boundary 
over-specified (dashed lines), and the inverse BEM with top and side 
boundaries over-specified (dash-dot lines). Forty panels per side. 

the Robin boundary condition on the bottom boundary. Using 
separation of variables, an analytical solution for this test case 
can be found in the following form (where a and b are the side 
lengths): 

T(x, y) = 
2ha J ramb sin ( nitx\ , 

\dx 
a ) . 

. , , nir(b — y) 
smh ( — — | sin rvnx 

a 

. . I nirb \ rnvk , ( mrb 
«conv sinh H cosh 

\ a J a \ a 

(5) 

The BEM analysis predicted the heat fluxes on the top, left, 
and right boundaries, and temperature on the bottom boundary. 
When the entire computed temperature field was plotted (Fig. 
1), the isotherms (thin dashed lines) obtained numerically using 
the BEM analysis were practically identical to the analytically 
obtained isotherms (full lines), having an error of less than 0.1 
percent. This confirmed the very high accuracy of the analysis 
version of the BEM code used in this study. 

The inverse problem was then formulated by specifying noth­
ing on the bottom boundary of the rectangular plate while one 
or more of the remaining boundaries were over-specified with 
temperatures and heat fluxes taken from the analytical solution. 
In order to check the performance of the inverse version of the 
BEM code with respect to the amount of over-specified data, 
two variations of this numerical test case were performed. 

Test Cases With Constant hcom. In the first variation, only 
the top boundary of the square plate was over-specified with 
temperature and heat flux, while the side boundaries were speci­
fied with temperature only. The isotherms predicted by the in­
verse noniterative BEM procedure are shown as dotted lines in 
Fig. 1. The ambient fluid temperature was considered to be 
known ( Tamh = 1.0°C). Therefore, the convective heat transfer 
coefficients can be computed directly after both the temperature 
and heat flux on the bottom boundary have been predicted. 

The computed convective heat transfer coefficients on the 
bottom boundary, which in this test case should be /iconv = 1 . 0 
W m~2 °C~', are plotted as square symbols in Fig. 2. The 
average error in hconv is less than 1 percent and a peak error is 

6 percent in this test case where over-specified data were pro­
vided only on a single boundary farthest from the boundary 
with unknown thermal boundary conditions. 

Influence of the Amount of Over-specified Data. In the 
second variation of this test case, the opposite (top) boundary 
as well as both side boundaries were over-specified with both 
temperature and heat flux from the analytical solution. The iso­
therms that were predicted by the inverse noniterative BEM 
code are shown as dash-dot lines in Fig. 1. These isotherms 
cannot be seen because they lie directly on top of the isotherms 
predicted by the analysis version of the BEM code and by the 
analytical solution. The numerically predicted values of local 
hmm from the inverse BEM procedure for this test case are 
plotted using triangle symbols in Fig. 2. Notice that the predic­
tion of /iconv is more accurate in this test case, having a peak 
error of 0.4 percent. From these results it can be concluded that 
the inverse BEM prediction of the unknown hcom is sensitive 
to the amount of over-specified data and the location of the 
over-specified boundaries. 

Influence of Distance of Over-specified Boundary. To 
clarify that issue further, the aspect ratio (AR = bla) of the 
rectangular plate was varied while over-specifying only the top 
boundary, which is the farthest away from the unspecified bot­
tom boundary. From Fig. 3 it can be seen that for relatively 
thin domains (AR < 0.25) the peak error in the predicted hcom 

is less than 0.3 percent. The peak error increases to approxi­
mately 10 percent, as the rectangular plate becomes a square 
plate (Fig. 3), while the average error remains below 1 percent. 

Applicability to Different Values of Biot Number. The 
previous numerical results were obtained for unity Biot number 
(Bi = hcom Llk). The second variation inverse problem was 
then repeated for a variety of Biot numbers by utilizing values 
of the thermal conductivity in the interval 0.01 < k < 100.0 
W nT l °C~', and thus varying the Biot number over the same 
range since L = 1.0 m and hcam = 1.0 W m~2 °C~' were kept 
constant. The threshold parameter in the SVD algorithm was 
rSvD = 10 "6. From Fig. 4 it can be concluded that the standard 
deviation and maximum error of the predicted hconv were very 
low for 0 < Bi < 20, after which the maximum error increased 
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-BEM (1 -side over-spec.) 
-BEM (3-sldes over-spec] 
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- 0.94 

- 0.92 

1 

Fig. 2 Convective heat transfer coefficients, r)0o„v, numerically predicted 
by the inverse BEM on the bottom boundary of a square plate when: 
(a) the top boundary (squares), and (b) left, top, and right boundaries 
(triangles) were over-specified. The exact value is /»„„„„ = 1.0 W m 2°C 1. 
Ten panels per side were used. 
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Fig. 3 Influence of the aspect ratio (height/width) of the rectangular 
plate and the amount of the over-specified data on the numerically pre­
dicted hconv on the bottom boundary when: (a) the top boundary 
(squares), and (b) left, top, and right boundaries (triangles) were over-
specified. The exact value is /?conv = 1.0 W nra°C~1. Ten panels per side 
were used. 
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Fig. 4 Influence of Biot numbers on maximum error and standard devia­
tion of the predicted hoom 

until it reached 30 percent for Bi = 100. For example, a plasma-
coated gas turbine blade surface distribution of hcom can be 
predicted quite accurately with this inverse BEM algorithm. In 
this example, the coating thickness (L) is 2 X 10"4 m, and k 
is 1.0 W rrT' °C" ' . If Bi < 20, this means that hcom as high as 
105 W m~2 °C~' can be predicted with a maximum error of 2 
percent and a standard deviation of less than 10 ~2 W nT2 °C ~l. 

A Test Case With Variable hcoay. The inverse BEM algo­
rithm was also evaluated for the more realistic case where the 
heat convection coefficient is not a constant. The same boundary 
conditions on the top and the vertical side boundaries were used 
as in the previous test cases while specifying the variable heat 
convection coefficient as hQom = [1.0 + sin (27rx)] Wm~2°C_1 

on the bottom boundary. This test case does not have an analyti-

0.4 0.£ 
X-COORD (m) 

Fig. 5 Isotherms predicted by a well-posed BEM (full lines) and inverse 
BEM (dashed lines) for the rectangular plate with hcom = [1.0 + sin (2irx)] 
W m 2 °C~1 on the bottom boundary and T = 0.0°C on the remaining 
three boundaries. Forty panels per side were used. 

cal solution. Therefore, the BEM analysis code was run with 
40 boundary elements on each of the four sides of this well-
posed problem and treated the predicted isotherms as the accu­
rate result (Fig. 5). 

An inverse problem was then created by pretending that hcam 

is unknown on the bottom boundary. These "unknown" values 
of hconv were then predicted by over-specifying the vertical 
boundaries and the top boundary with the T = 0.0°C and with 
the heat fluxes that were previously predicted by the BEM 
solution for the forward problem with sine wave hcom on the 
bottom boundary. The threshold parameter used in the SVD 
algorithm had the value TSVD = 10 ~4. The result of the inverse 
BEM code was a highly accurate temperature field shown as 
dashed lines in Fig. 5 that practically coincide with the solid 
lines predicted by the well-posed problem solution. An equally 
accurate prediction of the sine wave hQom variation on the lower 
boundary (dashed line in Fig. 6) thus confirms the high accu­
racy and the applicability of this inverse BEM algorithm to 
prediction of variable hmm values. 

1 ' ' I ' ' 
0.25 0.5 0.75 

X-COORD (m) 

Fig. 6 Analytical (full line) and inverse BEM predicted (dotted line) varia­
tion of /)„„„, along the bottom boundary 
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Fig. 7 Isotherms predicted analytically (solid lines) and using analysis 
BEM (thin dashed lines), inverse BEM with left boundary over-specified 
(dotted lines), and the inverse BEM with bottom, left, and top boundaries 
over-specified (dash-dot lines). Ten panels per side were used. 
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Fig. 8 Isotherms predicted analytically (solid lines) and using analysis 
BEM (thin dashed lines), inverse BEM with left boundary over-specified 
(dotted lines), and the inverse BEM with bottom, left, and top boundaries 
over-specified (dash-dot lines). Forty panels per side were used. 

Test Cases With Asymmetric Boundary Conditions. For 
a second test case, the geometry was a homogeneous square 
plate with each side of length L discretized with 10 linear iso­
parametric boundary elements. The boundary conditions were 
altered such that the right-side boundary had the Robin bound­
ary condition (homv = 1.0 W m"2 oC_ 1 , Tamb = 0.0°C). In the 
well-posed (analytical) problem, the top boundary was specified 
with a temperature T = 1.0°C and the left-side and bottom 
boundaries were specified with a temperature T = 0.0°C. The 
analytical solution for this problem can be found by separation 
of variables, and is given by 

T(x, y) £•*• amb^conv*- 1 

I-
n=1 a, 

1 

^conv 7 + COS2!*, 

k 

panels per each side of a square) was used (Fig. 8) . The value 
of /zconv on the right-side boundary was then obtained from the 
predicted temperatures and heat fluxes on that boundary (Fig. 
9). There was a large discrepancy in the computed hconw values 
when only the opposite boundary (left-side boundary) was over-
specified, since this boundary is far away from the unspecified 
right-side boundary. The maximum error in predicted /iconv was 
dramatically reduced to about 2 percent when bottom, left-side, 
and top boundaries were over-specified (Fig. 9) . 

Sensitivity to Errors in the Input Temperatures. It is of 
utmost practical importance to access the influence of measure­
ment errors of boundary values in any newly proposed inverse 
boundary value determination algorithm. Adding a random error 
based on the Gaussian probability density distribution to the 
temperature measurements numerically simulated this effect. A 
random number, 0 < R < 1, was generated using a standard 

• t. a«y 
sinh —-

L . anx 
—— sin —- , (6) 
sinh a„ L where 

tan a„ = — 
a„k 

As in the previous test case, the BEM analysis was compared 
to the analytical solution. The analytically predicted isotherms 
(solid lines) and the numerical analysis or the well-posed BEM 
numerical prediction (dashed lines) are directly on top of each 
other (Fig. 7) , thus confirming the high accuracy of the analysis 
version of the BEM code used in this study. 

Again, two variations of the inverse problem were created. 
One variation had only the left boundary over-specified. The 
other variation had bottom, left, and top boundaries over-speci­
fied. In both inverse variations, nothing was specified on the 
right-side boundary where heat transfer coefficients were pre­
scribed in the well-posed problem. In the case where only the 
opposite boundary (left side) was over-specified, the inversely 
predicted isotherms (dotted lines) show an appreciable error in 
the vicinity of the unspecified right side boundary (Fig. 7) . 
The error in the inversely predicted isotherms was significantly 
reduced when a larger quantity of the over-specified data (40 
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Fig. 9 Convective heat transfer coefficient predicted by the inverse BEM 
on the right boundary of a square plate when: (a) the left boundary 
(triangles), and (b) bottom, left, and top boundaries (squares) were over-
specified. Ten panels per side were used. 
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Fig. 10 Sensitivity of the predicted distributions of hQ„m on the bottom 
boundary for different standard deviations of the intentionally introduced 
errors in over-specified temperatures on the remaining three boundaries 
in the first test case. SVD and ten panels per side were used. 
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Fig. 11 Sensitivity of the predicted distributions of hmm on the bottom 
boundary for different standard deviations of the intentionally introduced 
errors in over-specified fluxes on the remaining three boundaries in the 
first test case. Tikhonov's regularization and ten panels per side were 
used. 

RANF utility subroutine on Cray C-90 computer. The desired 
variance a2 was specified in the input data and the error was 
added to the analytical temperature data points, T, according to 

Here, addition and subtraction of the random error had a 5 0 -
50 chance of been chosen. The errors were assumed to be 
additive and the same variance was prescribed for all tempera­
ture measurements. 

This simple test of sensitivity was applied to the second 
variant of the first test case discussed in this paper with the 
unknown heat convection on the bottom boundary, while the 
remaining three sides of the rectangle (AR = 1 ) were over-
specified. The input temperatures had intentionally introduced 
random errors. The predicted values of hmm had a maximum 
local error of 4 percent when average perturbation was 0.01 
percent of rmax (Fig. 10). A maximum local error of 8.5 percent 
was realized when average perturbation was 0.1 percent of Tmax. 
It increased to 16 percent when the average perturbation was 1 
percent of T^. The maximum local error in predicted hQam 

reached 33 percent when the average perturbation of supplied 
(measured) boundary temperature was 10 percent of the maxi­
mum temperature in the field. At the same time, it can be 
seen (Fig. 10) that the average error in the predicted /iconv is 
approximately the same magnitude as the average level of the 
perturbations (errors) introduced in the boundary temperatures. 

Sensitivity to Errors in the Input Fluxes. A similar re­
sponse of this inverse BEM code was obtained when the random 
errors were intentionally introduced in the input heat fluxes 
(according to a formula similar to Eq. (8)) on the three over-
specified boundaries (Fig. 11). For all practical purposes, there 
was no net bias in the simulated input measurement errors. For 
example, when an input error of 0.01 *Qmm was introduced, the 
net bias in the integrated boundary heat flux averaged over each 
boundary was 5 X 10 "6 or 0.05 percent of the unperturbed 
average heat flux on that boundary. By comparing Figs. 11 and 
10, it can be seen that the average error in the predicted values 
of /zconv is somewhat higher in the case with input errors in heat 
fluxes than in the case with input errors in temperatures. It is 
remarkable that the level of average error and the peak error in 
the predicted hcom are of the same order of magnitude as the 
average errors and the peak errors in the input values of heat 
fluxes on the over-specified boundary. 

In these test cases, Tikhonov's regularization was found to 
provide better results compared to SVD. Table 1 lists the opti­
mum Tikhonov's regularization parameters, TTIKH, that were 
found using numerical experimentation on two different com­
puters for two different levels of BEM discretization and then 
utilized in the inverse BEM code. Since Tikhonov's regulariza­
tion acts as an artificial sink of energy, Martin and Dulikravich 
(1996) demonstrated that higher values of TTIKH lead to a rapidly 
increasing bias in the integrated computed heat fluxes. This 
could be improved significantly by increasing the amount of 
over-specified data. Figure 12 demonstrates improved results 
when each boundary was discretized with 40 panels on a higher 
precision computer (Table 1). 

Conclusions 

It has been demonstrated how a simple modification to any 
existing BEM analysis algorithm for the solution of Laplace's 
equation can transform it into an inverse non-iterative determina-

Table 1 Various levels of intentional errors in the over-specified boundary heat fluxes and the corresponding Tikhonov's 
regularization parameters used in the BEM inverse problems: (a) on a PC with 10 boundary elements per side resulting 
in a condition number of matrix = 7, and (b) on the Cray with 40 boundary elements per side resulting in a condition 
number of matrix = 14 

a O.OOOlfl™ O.OOlGmax 0.012™* 0.03gmnx 0.1 Gm» 

TT|KH on the Cray 
TTIKH on a PC 

1 X 10"6 

5 X 10"7 
1 X 10"5 

5 X 10"" 
1 x 10"4 

5 X 10"3 
5 X 10"" 
5 X 10"2 

1 X 10"2 

2 X 10"' 
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Fig. 12 Sensitivity of the predicted distributions of / i c o n v on the bottom 
boundary for different standard deviations of the intentionally introduced 
errors in over-specified fluxes on the remaining three boundaries in the 
first test case. Tikhonov's regularization and forty panels per side were 
used. 

tion code for unknown distributions of steady convective heat 
transfer coefficients. This approach is applicable to arbitrarily 
shaped two and three-dimensional solids where at least part of a 
boundary can be over-specified with both temperatures and heat 
fluxes. The code is very fast and robust since it requires inversion 
of a single fully populated matrix. The inversion must be per­
formed using an algorithm suitable for almost singular matrices. 
This method is relatively insensitive to the errors introduced in 
the boundary measurements of temperature while somewhat more 
sensitive to the errors introduced in the boundary measurements 

of heat fluxes. It should be noted that this method for determining 
unknown steady distribution of heat convection coefficients is 
inexpensive, since it requires only one temperature probe and one 
heat flux probe. These two probes can be moved from point to 
point on accessible boundaries, thus obtaining the over-specified 
thermal boundary conditions. 
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Comparison of Heat Transfer 
Characteristics of Radial Jet 
Reattachment Nozzle to In-Line 
Impinging Jet Nozzle 
The heat transfer characteristics of three submerged radial jet reattachment (RJR) 
nozzles with exit angles of +45, 0, and -10 deg are compared to the heat transfer 
characteristics of a conventional submerged in-line jet (ILJ) nozzle. The nozzles are 
compared at their favorable spacing from the impingement surface. The comparisons 
are based on two criteria: (1) identical fluid flow power, and (2) identical peak 
pressure exerted on the impingement surface. The local and area-averaged Nusselt 
numbers are presented. Experiments were conducted for two different flow power 
conditions. Comparison under identical flow power indicates that significant enhance­
ments in local and comparable enhancements in area-averaged Nusselt numbers can 
be achieved with the RJR nozzles over the conventional ILJ nozzle while being able 
to control the net force exerted on the impingement surface. The comparison between 
the ILJ and RJR nozzles on the basis of the same peak pressure exerted on the 
impingement surface indicates that the zero degree exit angle RJR nozzle heat transfer 
characteristics are superior to the ILJ nozzle. 

Introduction 

Impinging jets have many applications, including the heating 
or drying of food, paper, printer's ink, tissue, textiles, chemicals, 
film and the cooling of electrical equipment, turbine, and com-
bustor components. They are also used in glass, metal, and 
plastics processing. The advantages of impinging jet systems 
include the ability to control local transport rates by varying 
not only flow rate and temperature, but also geometric parame­
ters such as jet diameter, jet-to-jet spacing, and jet-to-surface 
distance. 

In-Line Jet (ILJ) Nozzle. Systems that incorporate im­
pinging jets are generally composed of in-line, orifice, or slot 
jets. The supply flow to the jet systems is provided by a reservoir 
at a pressure above atmospheric and the flow exits the nozzle 
and impinges on a surface. The conventional in-line jet (ILJ) 
consists of a convergent section leading to a pipe with finite 
length of constant cross section (see Fig. 1). The transport 
characteristics of the ILJ nozzle are well documented and are 
available in the literature (e.g., see Martin (1977), Obot et al. 
(1980), Goldstein et al. (1986), Polat et al. (1989), and 
Viskanta(1993)). 

Radial Jet Reattachment (RJR) Nozzle. There have been 
many attempts at altering a jet's flow to increase its transport 
characteristics. One such innovative nozzle is the Radial Jet 
Reattachment (RJR) nozzle (e.g., see Page and Ostowari 
(1985), Page et al. (1986), and Page and Seyed-Yagoobi 
(1990)). 

The basic concept of a submerged RJR is shown in Fig. 2. 
The stream of air is directed in an outward radial direction to 
a point where it separates from the nozzle into a free stream. 
The turbulent viscous mixing that occurs at the boundaries of 
this stream induces secondary flow by mass entrainment. When 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division September 
9, 1996; revision received February 9, 1998. Keywords: Augmentation and En­
hancement, Jets, Materials Processing and Manufacturing Process. Associate 
Technical Editor: M. D. Kelleher. 

placed near a flat surface, the induced flow from the lower 
boundary of the radial jet stream creates a low-pressure region 
beneath the nozzle. The low-pressure region forces the jet 
stream to turn downward until the stream impinges, or reat­
taches, on the flat plate in a ring centered around the nozzle. 
The stream, now reattached to the surface of the flat plate, 
divides. Part of the stream turns radially outward and the re­
mainder radially inward. This process results in a highly turbu­
lent reattachment ring. The intense turbulence associated with 
this phenomenon is mainly responsible for the high heat and 
mass transfer between the fluid and the impingement surface. 

The characteristic flow pattern of the RJR also provides an­
other unique feature: The magnitude and direction of the net 
force exerted by the fluid on the reattachment surface can be 
controlled (Page et al., 1990). Zero and even negative net forces 
can be attained with different designs of the RJR nozzle. Spe­
cifically, the flow exit angle can be used to control the force 
on the impingement surface. The force exerted by the jet on 
the surface can be estimated with: 

Force = A • p • V2 • sin (8) (1) 

where A is the exit area of the jet, p is the density of the fluid, 
V is the jet exit velocity, and 6 is the jet exit angle. Negative 
exit angle results in the flow exiting the nozzle away from the 
surface and then turning down to reattach. This produces a net 
negative force on the surface. 

Previous studies on the ILJ nozzle and the RJR nozzle have 
dealt with both the heat transfer and mass transfer characteristics 
of the nozzles (Habetz et al., 1992; Ostowari and Page, 1992). 
Habetz et al. (1992) reported that significant improvements in 
drying rates could be achieved by the RJR nozzle over the ILJ 
nozzle when both the nozzles were compared under the same 
mass flow rate condition. Ostowari and Page (1992) compared 
the heat transfer characteristics of the ILJ and the RJR nozzles 
under the same mass flow rate. They reported significant in­
creases in the local and average heat transfer coefficients for 
the RJR nozzle compared to the ILJ nozzle. 

The RJR technology has been successfully transferred to in­
dustry. For instance, RJR nozzles are used in the dryer sections 
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Supply Gas Above 
Atmospheric Pressure 

Table 1 Operating conditions: Case 1 

Fig. 1 Schematic of in-line jet (ILJ) nozzle 

Supply Gas Above 
Atmospheric Pressure 

Fig. 2 Schematic of radial jet reattachment (RJR) nozzle 

of paper-making machines. Significant enhancements in the dry­
ing rates have been achieved with these RJR nozzles (Thiele 
etal., 1995). 

Objective. This paper compares the heat transfer character­
istics of a single submerged RJR nozzle to the heat transfer 
characteristics of a single submerged ILJ nozzle. The compari-

n j RJR 

6 =-10' 

RJR 

9 = 0' 

RJR 

8= +45" 

RJR» 

8=0" 

n j * * 

Nozzle Pipe Re number 31,900 25,700 24,300 27,900 57,200 29,300 

Pipe Velocity (m/s) 18.4 14.9 14.3 16.3 33.1 16.9 

Mass Flow Rate (kg/s) 0.012 0.010 0.009 0.011 0.026 0.011 

Flow Power (W) 2.3 2.3 2.3 2.3 32.5 2.3 

Height, V D 6.0 0.5 0.5 0.5 0.5 0.5 

* This operating condition provided a peak pressure on the impingement surface equal to the 

peak pressure generated by ILJ nozzle under the operating condition given in this table. 

••Corresponds to almost a wall jet. 

sons are based on two separate criteria. The first criterion is the 
comparison of the nozzles under the same fluid flow power. 
The RJR and ILJ nozzles being two different geometries, any 
fair comparison between them should take into account the 
additional pressure drop in the RJR nozzle due to the deflection 
of flow caused by the bottom plate. A comparison under identi­
cal flow power condition accounts for such additional losses in 
the RJR, thus providing a realistic basis for comparing the two 
nozzles. It should be noted that this pressure drop varies for 
different exit angles of the bottom plate and consequently, the 
mass flow rate for the 45 deg exit angle RJR nozzle is larger 
than that of the 0 deg RJR nozzle under the same flow power 
condition (see Tables 1 and 2). 

Previous comparisons have been made under the same exit 
velocity or the same mass flow rate. However, these compari­
sons can be misleading. In the case of the ILJ and the RJR 
nozzles of the same pipe diameter, a comparison of the nozzles 
under the identical exit velocity would favor the ILJ nozzle 
since the mass flow rate is larger for the ILJ nozzle under such 
conditions. This is true because the exit hydraulic diameter of 
the RJR nozzle is typically smaller than the pipe diameter of 

Table 2 Operating conditions: Case 2 

n j RJR 

8= -10' 

RJR 

0=0" 

RJR 

8=+45" 

n j " 

Nozzle Pipe Re Number 49,500 40,000 36,300 43,400 45,000 

Pipe Velocity (m/s) 28.5 23.0 21.1 25.1 26.6 

Mass Flow Rate (kg/s) 0.019 0.015 0.014 0.017 0.017 

Flow Power (W) 8.4 8.4 8.4 8.4 8.4 

Height, V D 6.0 0.5 0.5 0.5 0.5 

••Corresponds to almost a wall jet. 

N o m e n c l a t u r e 

A = exit area of the nozzle, m2 

Afoii = heated area of the foil, m2 

b = exit width of the RJR nozzle, m 
D = inner diameter of the nozzle, m 

/j|0C = local heat transfer coefficient, W/ 
m2K 

âvS = average heat transfer coefficient 
defined on the basis of local heat 
transfer coefficient, W/m2K 

h = average heat transfer coefficient 
defined on the basis of area-aver­
aged surface temperature, W/ 
m2K 

/ = current, A 
ILJ = in-line jet 

m = mass flow rate, kg/s 
Nuioc = local Nusselt number 

Nu = average Nusselt number 
P = fluid flow power, W 

= pressure drop, Pa 
= convected heat flux, W/m2 

= generated heat flux, W/m2 

tfcond = conducted heat flux, W/m2 

= radiated heat flux, W/m2 

= distance in the radial direc­
tion, m 

= inner radius of the nozzle, m 
final radial integration dis­
tance for area averaging, m 

Re = pipe Reynolds number = 
u-DIv 

RJR = radial jet reattachment 

Patm 

Q conv 

<7gen 

^rad 

r 

r0 

rf 

Th = local heated foil temperature, °C 
Tad = local adiabatic foil temperature, °C 
AT = local surface temperature differen-

tial, °C 
AT = area-averaged surface temperature 

differential, °C 
u = pipe velocity, m/s 
V = exit velocity of the RJR nozzle, m/s 

Xp = height of nozzle exit from the im­
pingement surface, m 

0 = exit angle of the free jet, deg 
v = kinematic viscosity, m2/s 
p = density, kg/m3 

4> = voltage, V 
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Fig. 3 Schematic of heat transfer jet impingement facility 

the ILJ nozzle. In contrast, a comparison under equivalent mass 
flow rate would bias the results toward the RJR nozzle since 
the exit velocity for the RJR nozzle is typically larger than the 
exit velocity of the ILJ nozzle, contributing to higher heat trans­
fer rates. In the case where the exit hydraulic diameters of the 
two nozzles are identical, a comparison under the same Reyn­
olds number (and consequently, same mass flow rate and exit 
velocity) would still be meaningless owing to dynamically dis­
similar flows. A comparison of the two nozzles under identical 
fluid flow power, on the other hand, properly accounts for the 
different nozzle geometries, by compensating for the pressure 
losses due to deflection of flow from the normal direction for 
the RJR nozzles. Hence, for an operational comparison, the 
power requirement to operate the nozzles should be considered. 
This paper highlights the importance and application of fluid 
flow power as a comparison criterion by choosing a particular 
case of identical pipe diameters of the ILJ and RJR nozzles. 
Such a case is typical when one is interested in retrofitting 
existing ILJ nozzles into RJR nozzles. 

The second comparison criterion is based on the same peak 
pressures exerted by the nozzles on the surface. This type of a 
comparison is important when the peak pressure exerted on the 
surface by the nozzle is restricted in certain industrial applica­
tions. 

Experimental Setup 

Nozzle Geometry. The ILJ and RJR nozzles used for this 
study consisted of a 2.7 cm inner diameter pipe nozzles with a 
length of 15.2 cm. Three RJR nozzles with exit angles of +45, 
0, and - 1 0 deg were considered. The RJR nozzle exit width, 
b, was 0.5 cm and the bottom disk diameter was 3.8 cm (see 
Fig. 2) . 

Test Facility. The experimental setup used for this study 
is shown in the Fig. 3. The test apparatus consisted of a rigid 
frame to which a plenum and nozzle assembly was attached 
above a flat impingement foil. The plenum was provided with 
a flow straightener at its entry in order to eliminate any flow 
disturbances initiated upstream of the plenum. A pressure tap 
was provided downstream of the flow straightener in the ple­
num. An elliptically convergent piece provided the transition 
from the plenum to the nozzles. The nozzles could be screwed 
into this transition piece interchangeably. Dry air was supplied 
from two dedicated compressors and a heatless dryer that pro­
vided a dew point of -40°C. The supply air was maintained at 
a constant temperature by upstream heaters. The flow rate to 
the nozzles was measured by a choked flow converging nozzle 

located upstream of the flow. An inclined tube manometer was 
used to measure the pressure drop between the plenum and the 
ambient air. 

The facility utilized a thin electrically heated stationary foil 
upon which the air jet impinged. The flat foil consisted of a 
sheet of Inconel alloy 600, 0.42 m wide by 0.72 m long, with 
a thickness of 0.0254 mm. This material was chosen because 
of its high electrical resistance and uniform physical properties. 
Furthermore, the small foil thickness ensured a negligible tem­
perature difference between its top and bottom surfaces. The 
Inconel foil was stretched over a Plexiglas sheet and clamped 
between two copper tubes, which also served as the electrical 
bus source. A vacuum was applied to the bottom of the Inconel 
sheet via 609 holes (21 X 29) drilled within the Plexiglas. This 
design assured a flat surface during the experiment and low 
conductivity below the Inconel foil. The upper surface of the 
Inconel sheet was painted dull black to provide a high constant 
emissivity, approaching 0.98. The Inconel foil was heated by 
applying direct current across the copper bus bars. Due to the 
homogeneous nature of the Inconel material, the energy release 
per unit area of the foil was constant throughout the foil and 
could be accurately determined by knowing the heated area, and 
the input current and voltage. The electrical contact resistance 
between the copper rods and the Inconel foil was negligible, 
and hence no correction was made for the electrically generated 
heat flux calculations. 

The foil surface temperatures were measured with an infrared 
camera and recording system (Mikron Model 6T62). This ther­
mal imaging system has a temperature resolution of up to 
0.025°C. A pressure tap, located on the impingement surface, 
was used for surface pressure measurements. The differential 
pressure (p - patm) was measured using a pressure transducer 
(Validyne model DP103-16). The plenum and nozzle assembly 
could be moved horizontally to provide for localized pressure 
measurements along a radial line on the surface. 

Testing Procedure. All experiments were conducted while 
ensuring that the supply air temperature at nozzle exit was kept 
close to the ambient room temperature (within ±0.1°C), so 
that any thermal entrainment between the exiting jet and the 
surrounding would be minimized. The pressure drop across the 
plenum was noted for each experiment, and the mass flow rate 
was controlled accordingly to provide for a constant flow power 
for both the ILJ and RJR nozzles. The foil heat flux was main­
tained at around 272 W/m2, which provided a temperature dif­
ferential of less than 5°C with respect to ambient air for all 
parts of the foil. This temperature differential ensured low radia­
tion losses from the foil to the surroundings, and also minimized 
conduction losses below the foil. The free convection at such 
temperature difference was found to be negligible in comparison 
with the forced convection effect due to the impinging jet. For 
each steady-state flow condition, a typical measurement in­
cluded a recorded thermal image of an adiabatic foil (no electri­
cal heating), followed by another recorded thermal image of 
the heated foil. The analysis then involved a digital subtraction 
of the two stored thermal images, followed by converting these 
temperature differentials to corresponding heat transfer coeffi­
cients. The infrared images were found to be fairly symmetric 
in the radial direction, from the nozzle centerline. Pressure mea­
surements along the impingement surface were conducted for 
the ILJ and the RJR nozzles to measure the local pressures 
exerted by the jets on the surface. 

Calculation Procedure. The local heat transfer coefficient 
corresponding to the local temperature differential at each loca­
tion along a radial line, starting from the nozzle centerline, was 
calculated as follows: 

K 
qi (2) 

where the local adiabatic foil temperature, Tad, and local foil 

Journal of Heat Transfer MAY 1998, Vol. 120 / 337 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



heated temperature, Th, are known at each surface point. At 
these locations, the convected heat flux needed for the local 
heat transfer coefficient calculation was determined from 

300 

*?cond Hxdd (3) 

The electrically generated resistance heating was calculated 
from measured values of the heated foil area, and the voltage 
and current as follows: 

91 
•Afoil 

(4) 

At each of the radial locations, the conduction losses were 
determined from known apparatus conductance values and mea­
sured temperatures. The radiation losses at these locations were 
calculated from room and foil temperatures. Radiation and con­
duction losses accounted for less than 3 percent of the total heat 
flux in all the experimental cases. 

The local Nusselt number was calculated based on the ther­
mal conductivity of the jet at nozzle exit condition and the inner 
pipe diameter for the in-line jet nozzle and the RJR nozzle as 
follows 

Nuloc = 
•D 

(5) 

Practically, the area-averaged heat transfer coefficient is more 
important than the local heat transfer values in the design of 
impinging nozzle applications. This is because the area of con­
cern in process industries is typically larger than the nozzle 
cross-sectional area. The average heat transfer coefficient can 
be defined in two ways. For an axisymmetric jet, the local heat 
transfer coefficients can be integrated over possible areas of 
concern (nrj) as follows: 

2.p 
hXoc(r)rdr (6) 

which follows from the mathematical definition of integration. 
Equation (6) has been used in our previous publications (for 
example, see Ostowari and Page (1992) and Page et al. 
(1993)). A more correct definition of average heat transfer 
coefficient for a constant heat flux surface in terms of an average 
surface temperature (for example, see Viskanta (1993)) is as 
follows: 

AT 
(7) 

where the area average temperature differential is defined as 

r) Jo 
A T = (Th- Tad) {Th{r) - Tad(r))rdr (8) 

In the present paper, the local heat transfer data were averaged 
based on the average surface temperature using Eq. (7). The 
average Nusselt number was calculated based on the average 
heat transfer coefficient as follows: 

h-D 
Nu = 

The fluid flow power was calculated from 

P = ™-AP 

(9) 

(10) 

where m, p, and AP are the mass flow rate, fluid density, and 
pressure drop across the nozzle. The pressure differential, AP, 
across the nozzles was measured between the pressure tap lo­
cated in the plenum and the ambient air. Since the flow velocity 
was small in the plenum, no velocity correction term was added 
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Fig. 4 Local Nusselt number for ILJ and RJR nozzles: P -- 2.3 W 

to the pressure drop in Eq. (10). The mass flow rate for the 
ILJ nozzle was larger than for the RJR nozzle operating under 
the same flow power (see Tables 1 and 2). This was because 
the pressure drop across the RJR nozzle was higher than the 
pressure drop across the ILJ nozzle, thus resulting in a lower 
mass flow rate in order to maintain the same flow power for 
both the nozzles. The Reynolds numbers in the Tables 1 and 2 
are based on the inner pipe diameter and pipe velocity for the 
ILJ and the RJR nozzles. 

Experimental Results 
Initial experiments for the ILJ nozzle were conducted at vari­

ous nozzle heights. The optimum height criterion used for the 
ILJ nozzle was based upon determining the height that produced 
the maximum value of Nuioc at the nozzle centerline. The opti­
mum height for the ILJ nozzle corresponded to six nozzle diam­
eters, which is in agreement with the reported data in the litera­
ture (Downs and James, 1987). This nozzle-to-surface spacing 
is also in agreement with the average heat transfer correlation 
(based on a circular area with a radius of ten times the nozzle 
diameter) reported by Klammer and Schupe (Viskanta, 1993). 
In addition, another experiment was conducted for the ILJ noz­
zle at a close nozzle to surface spacing of 0.5 D. Initial detailed 
experiments were also conducted for the zero degree RJR nozzle 
at various heights. It was observed that the RJR nozzle per­
formed better (both local and average heat transfers over the 
entire surface) as the nozzle to surface spacing was reduced. 
The test case of Xp/D = 0.5 produced the best overall results 
for the RJR nozzle over the heights tested. Experiments below 
Xp/D of 0.5 were not possible to conduct because of adverse 
viewing requirement for the infrared imaging system. This 
height of 0.5 D for the RJR nozzles agrees well with previously 
published data by Ostowari and Page (1992). 

Comparison Based on Identical Fluid Flow Power. Two 
different flow powers were investigated. The first flow power 
of 2.3 W corresponded to the ILJ Reynolds number of 31,900. 
The results presented here are based on the operating conditions 
given in Table 1. Figure 4 shows the local Nusselt number and 
the local heat transfer coefficient as a function of nondimen-
sional radius, rlr0, where r0 is the nozzle pipe inner radius. The 
radius, r, originates from the center point directly below the 
nozzle. The results indicate that the local Nusselt number was 
higher at the nozzle center point (r/r0 = 0) for the ILJ nozzle, 
but less than the RJR nozzles near the corresponding reattach-
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Fig. 5 Average Nusselt number for ILJ and RJR nozzles: P 2.3 W 
Fig. 6 Average Nusselt number for ILJ and RJR nozzles: P = 8.4 W 

ment rings. According to Fig. 4, the location of peak local 
Nusselt number, which occurred within the reattachment ring 
for RJR nozzles with +45, 0, and - 1 0 deg exit angles, were at 
rlr0 of 2.0, 2.9, and 3.1, respectively. The reattachment ring 
used in this context is a boundary or region of a physical space 
where the recirculating flow beneath the RJR nozzle was sepa­
rated from the flow that was following the impingement wall 
curvature (flat plate), similar to a wall jet. For the RJR nozzle, 
the local Nusselt number was low in the recirculation region but 
increased rapidly near the reattachment region, with a maximum 
peak in the reattachment region, followed by an exponential 
decay past the reattachment region. The peak local Nusselt num­
bers were significantly higher for the +45 and 0 deg RJR noz­
zles than for the ILJ nozzle while that of a - 1 0 deg RJR nozzle 
was comparable to that of the ILJ nozzle. For example, the RJR 
nozzle with a +45 deg exit angle produced a peak local Nusselt 
number of 277 while the ILJ nozzle operating at XPID = 6.0 
produced a peak local Nusselt number of 188. A direct compari­
son of the Nusselt numbers between the ILJ and the RJR nozzles 
was possible since the Nusselt numbers were based on the same 
inner pipe (for the ILJ nozzle) or approach inner pipe (for the 
RJR nozzle) diameter for both the nozzles. The Nusselt numbers 
were not significantly different from the heat transfer coefficient 
values because the magnitudes of the inner pipe diameter and 
the thermal conductivity of ambient air were almost the same. 
Also shown in this figure is a plot of the ILJ nozzle operating 
at close nozzle to surface spacing of 0.5 D, for the same flow 
power, which will be discussed later. 

Figure 5 presents the area-averaged Nusselt number and heat 
transfer coefficient as a function of dimensionless area ratio, 
(r//r„)2 . This dimensionless ratio represents the area, ivrj, over 
which the data were averaged divided by the nozzle inner pipe 
area, nr \. The presentation of data by this averaging technique 
provides for a better comparison of the effectiveness of one 
nozzle over the other for the same flow power. For the RJR 
nozzle with +45 deg exit angle, the maximum enhancement of 
19.7 percent in average Nusselt number over the ILJ nozzle at 
a XPID = 6.0, is obtained at an (rf/r0)

2 of 9.9. The maximum 
enhancement in the average Nusselt number for the 0 deg exit 
angle RJR nozzle was 4.8 percent while the - 1 0 deg RJR nozzle 
showed a reduction of 7.4 percent in its peak average Nusselt 
number. Enhancement was defined as the ratio of the difference 
in Nu between the RJR nozzle and the ILJ nozzle, over the 
Nu of the ILJ nozzle, at a particular nondimensional area from 
the centerline. Thus, the maximum enhancements for the RJR 
nozzles corresponded to the location of their peak Nu values. 

The ILJ nozzle at XPID = 6.0 showed higher area-averaged 
heat transfer than all the RJR nozzles for areas larger than (rfl 
r,,)2 = 63. Although the average Nusselt number was low or 
at best comparable for the 0 and —10 deg RJR nozzles to the 
ILJ nozzle, the true advantage of the 0 and - 1 0 deg RJR nozzles 
was that it exerted a zero or a net negative force on the reattach­
ment surface. 

Additional similar sets of experiments were conducted to 
compare the heat transfer characteristics of the RJR nozzle to 
the ILJ nozzle at a higher flow power of 8.4 W, which corre­
sponded to a highly turbulent ILJ nozzle Reynolds number of 
49,500. The operating conditions for these sets of experiments 
are given in Table 2. Figures 6 and 7 illustrate the local and 
average Nusselt number values, respectively. An interesting ob­
servation was that the maximum enhancements in Nu for the 
RJR nozzle cases of 0 and - 1 0 deg were significantly higher 
(8.1 percent and 4.8 percent, respectively) for the higher flow 
power case (Fig. 7) , compared to their corresponding maximum 
enhancements in the lower flow power case, as seen in Fig. 5 
(4.1 percent and -7 .4 percent, respectively). The RJR nozzle 
with the 45 deg exit angle, on the other hand, showed a decrease 
in enhancement for the higher flow power case (5.5 percent) 
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compared to the lower flow power case (19.7 percent). Again, 
the ILJ nozzle at XPID = 6.0 showed higher Nu than all the 
RJR nozzles at areas larger than (rflr0)

2 = 39. 
Finally, included in Figs. 4 -7 are the heat transfer results 

for the ILJ nozzle operated at XPID of 0.5. Such close spacing 
to the impingement surface represents almost a wall-jet-type of 
flow for the ILJ nozzle. As seen in Figs. 6 and 7, the local and 
average values of Nusselt number for the ILJ nozzle operated 
at Xp/D of 6 were higher within the stagnation region than the 
corresponding values of ILJ nozzle operated at XPID of 0.5. 
However, the ILJ nozzle at Xp/Dof0.5 produced higher average 
Nusselt number values than the ILJ nozzle at XPID of 6, beyond 
(rf/r0)

2 of approximately 9.5. At XPID of 0.5, the ILJ nozzle 
Nu,oc data showed two local maxima occurring at rlr0 of 1.5 
and 3.9. The same trend was observed for the ILJ nozzle at the 
low flow power as well (Fig. 4) . These observations were simi­
lar to those reported by Lytle and Webb (1991). There has 
been speculation and disagreement among investigators as to 
the physical explanation for the second peak in the local Nusselt 
number value (see Viskanta, 1993). This second peak could be 
due to ring-shaped wall eddies induced consecutively by the 
large-scale toroidal vortices hitting the plate (Popiel and Trass, 
1991). It is also suggested that the second maximum is a result 
of a transition from laminar to turbulent flow in the boundary 
layer (Lytle and Webb, 1991). The ILJ at this nozzle-to-surface 
spacing shows significantly higher average heat transfer coeffi­
cient than the RJR nozzles. 

Comparison Based on Identical Peak Pressure. The re­
sults for comparison under identical peak pressures exerted on 
the impingement surface are shown in Fig. 8. Figure 8(a) shows 
the pressure distribution on the surface as a function of the 
nondimensional radial distance from the nozzle centerline, rl 
r0. The data have not been presented in the form of a nondimen­
sional pressure coefficient because the exit velocities for the 
ILJ and RJR nozzles are different. As seen from the graph, the 
ILJ nozzle at XPID = 0.5 and XPID = 6.0 exerts high local 
surface pressures at the impingement point, followed by a de­
crease away from the nozzle centerline. For the ILJ nozzle at 
XPID = 0.5, the peak pressure was slightly higher and was 
more spread in the region close to the nozzle compared to the 
XPID = 6.0 case. The 0 deg RJR nozzle surface pressure profile, 
at the same peak pressure as the ILJ nozzle of XPID = 0.5 
case, had the flow power increased to 32.5 W (see Table 1 for 
corresponding operating conditions). Also shown in the figure 
is the pressure exerted on the surface by the 0 deg RJR nozzle 
operating at the same flow power as the ILJ nozzle cases. The 
net force exerted by the ILJ nozzle at a height of 0.5 D from 
the impingement surface was 0.4184 N while that of the RJR 
0 deg nozzle for the same flow power of 2.3 W was only 0.071 
N (5.9 times lower than the ILJ case). 

The flow under the RJR nozzle is at subatmospheric pressure. 
Thus, we have both positive and negative surface pressures 
exerted on the surface with the RJR nozzle. At high flow rates, 
this may tend to warp a delicate surface. This condition can be 
avoided by installing RJR nozzles on both sides of the surface 
in order to balance the local negative and positive pressures to 
prevent warping. 

The local and average Nusselt number for the RJR nozzle 
with 0 deg exit angle with a matching peak pressure to ILJ 
nozzle aiXpID = 0.5 are shown in Figs. 8(Z>) and 8(c), respec­
tively. The RJR nozzle local peak Nusselt number was higher 
by a factor of 2.2 over the ILJ nozzle case of XPID = 0.5. The 
0 deg RJR nozzle showed a maximum average Nusselt number 
enhancement of 70.0 percent at (r / /r0)2 of 18.6. Similar en­
hancements could also be demonstrated if the RJR nozzle was 
compared to the ILJ nozzle case of XPID = 6.0. It should be 
mentioned that the enhancement in heat transfer is at the ex­
pense of a significant increase in flow power (14 times that of 
the ILJ nozzle) for the 0 deg RJR nozzle. 
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Fig. 8 Comparison under identical peak pressures for ILJ and RJR noz­
zles 

Error Analysis 
An error analysis was performed based on the method pro­

posed by Kline and McClintock (1953). In particular, for the 
optimum ILJ nozzle case ofX„/D = 6.0 and for the 0 deg RJR 
nozzle case of XPID = 0.5 (both for the higher Reynolds number 
set of experiments), the maximum and minimum values of 
uncertainty for the local Nusselt number were found to be 10 
percent and 7.4 percent, respectively, for the ILJ nozzle. The 
maximum and minimum values of uncertainty for the local 
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Nusselt number of the 0 deg RJR nozzle were found to be 15.5 
and 8.0 percent, respectively. 

To confirm repeatability of the results, several cases of se­
lected experiments were studied. The minimum and maximum 
standard deviation of Nu!oc values for the ILJ nozzle at Xp/D 
= 6.0 (at higher flow power) were 0.0 and 14.0, respectively, 
over three cases. The minimum and maximum standard devia­
tions for Nu for this ILJ case were 0.8 and 11.1. The minimum 
and maximum standard deviation for the Nuioc and Nu values 
of the 0 deg RJR nozzle case at higher flow power were 0.2, 
22.4 and 0.3, 5.1, respectively, over four repeated cases. The 
minimum and maximum standard deviation of Nutoc and Nu for 
the +45 deg RJR nozzle, at the high flow power case were 0.3, 
16.3, and 1.6, 7.4 respectively, over four repeated cases. In all 
of the above-mentioned values of Nuloc and Nu, the maximum 
percentage error was not greater than 8.6 percent. The high 
values of standard deviation for the ILJ corresponded to the 
stagnation point, whereas the maximum value of standard devia­
tion for the RJR nozzle corresponded to the reattachment or 
recirculation region. 

Conclusions 

The heat transfer characteristics of RJR nozzles with exit 
angles of +45, 0, and - 1 0 deg were compared to the heat 
transfer characteristics of an ILJ nozzle. The comparisons were 
made at each nozzle's favorable spacing from the impingement 
surface and based on two criteria: (1) identical flow power, and 
(2) identical peak pressure. Comparison under identical fluid 
flow power was shown to be important from a practical point 
of view when comparing dissimilar flows, such as those of ILJ 
and RJR nozzles. 

The results for the comparison under identical flow power 
indicated that considerable enhancements in local Nusselt num­
bers were achieved with the +45 deg RJR nozzle, while the 0 
and —10 deg nozzles provided comparable or lower heat trans­
fer. The ILJ nozzle showed higher area-averaged Nusselt num­
ber over large areas of integration compared to the RJR nozzles. 
The surface pressure exerted by the 0 deg RJR nozzle was 
very low compared to the ILJ nozzle at the same flow power. 
Comparison of the nozzles under identical peak pressures indi­
cated that high enhancement was achieved with the RJR nozzle. 

The RJR nozzle provided a mechanism to control the magni­
tude and the direction of the exerted force on the impingement 
surface. This is particularly important in heating, cooling, or 
drying of fragile surfaces. Also, since the RJR nozzle operates 

at close nozzle to surface spacing, it is suitable for the design 
of compact equipment. 
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Heat Transfer Enhancement in 
Electronic Modules Using 
Various Secondary Air Injection 
Hole Arrangements 
This paper reports an experimental investigation to study the effects of using various 
designs of secondary air injection hole arrangements on the heat transfer coefficient 
and the pressure drop characteristics of an array of rectangular modules at different 
values of free-stream Reynolds numbers in the range 8 X 103 to 2 X 104. The 
arrangement used is either one staggered row of simple holes or one row of compound 
injection holes. The pitch distances between the injection holes, as well as the injection 
angles, were varied in both the streamwise and spanwise directions. Generally, the 
presence of secondary air through the injection hole arrangement can give up to 54 
percent heat transfer enhancement just downstream of the injection holes. The amount 
of heat transfer enhancement and pressure drop across the electronic modules is 
very much dependent on the design of the injection holes. The simple angle injection 
hole arrangement tends to give a better heat transfer enhancement and less pressure 
drop than the compound angle holes. 

1 Introduction 

Heat transfer enhancement in electronic components contin­
ues to attract a lot of research activity toward achieving better 
cooling techniques to meet the design and development of rather 
complex circuits and dense electronic boards, characterized by 
high rate of heat dissipation per unit of component area. The 
topography of the electronic board plays a significant role on 
the heat transfer rate and the pressure drop characteristics of 
these boards. 

Numerous experimental investigations on heat transfer en­
hancements in electronic modules, using various fin designs, 
have been reported in the literature such as those of Sparrow 
et al. (1983), Torikoshi et al. (1988), and Jubran et al. (1996). 
Ratts et al. (1988) presented an experimental study of internal 
flow modulation induced by vortex shedding from cylinders in 
crossflow and its effect on cooling an array of chips. They 
concluded that a heat transfer coefficient increase of up to 82 
percent could be obtained when cylinders are placed periodi­
cally above the back edge of each row of chips. Myrum et al. 
(1993) investigated the heat transfer and the pressure character­
istics of airflow in a ribbed duct with vortex generator placed 
immediately upstream or just downstream of selected rib ele­
ments. Provided the diameter of the generator is large, the aver­
age Nusselt number was increased by as much as 21 percent. 

Lau et al. (1989) studied the effects of lateral flow ejection 
on the overall heat transfer coefficient and pressure drops for 
turbulent flow through pin fin channels and found that the Nus­
selt number has increased with increasing the Reynolds number 
and is reduced by as much as 25 percent as the ejection ratio 
is increased from 0 to 1.0. Lehmann and Huang (1991) investi­
gated the potential of using secondary flow mixing to enhance 
convective air cooling of board-mounted electronic components 
through the use of vortex generators. Hollworth and Durbin 
(1992) investigated the potential of using low-velocity potential 
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impinging air jets for cooling simulated electronic modules and 
obtained heat transfer enhancement of up to 50 percent. Jubran 
and Al-Salaymeh (1996) reported preliminary results on the 
use of secondary airflow for heat transfer enhancement and 
obtained up to 51 percent increase in the heat transfer rate. 

The aim of the present investigation is to study the heat 
transfer enhancement and the pressure drop characteristics for 
a uniform array of blocks using secondary air flow injection 
holes. The parameters under consideration will include the 
shape of injection holes, namely simple injection holes and 
compound injection holes, the distance between the injection 
of the holes, the injection angles of the holes, and the blowing 
rate ratio. 

2 Experimental Rig and Experimentation 

The basic experimental setup used in this investigation is 
basically a modified version of that used by Hollworth and 
Durbin (1992). The setup consists mainly of a suction-type 
wind tunnel with maximum flow rate of 0.24 m3/s. The main 
body of the test section is a channel-like box 2 m in length, 
0.33 m in width, and 0.04 m in height. The test section and the 
wind tunnel have been constructed from 3 mm sheet metal. The 
front sidewall of the test section accommodates at its middle 
section a double glazing window to ease observation of the 
array configurations during tests. At the air intake side of the 
wind tunnel a bellmouth is attached, and a flow straightener is 
placed at the front and at the trailing edge of the wind tunnel 
test section with a gradual contraction, which is connected to a 
circular cross-sectional pipe of the fan, Fig. 1. 

The module array consists of uniform individual rectangular 
elements manufactured from the light metal aluminum alloy 
Duralumin. The modules in the array are arranged in 8 rows 
each containing 5 elements. The basic dimensions of the mod­
ules are 25 mm side length, 15 mm width, and 10 mm height. 
It should be pointed out that the long side of the module is 
always parallel to the airflow. The spacings between the mod­
ules are 25 mm and 15 mm, in the streamwise and spanwise 
directions, respectively. Figure 2(a) shows a typical basic array 
configuration in the test section. 
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Flow Straightner 

Table 1 Summary of injection model specifications 

All Dim. In cm. Settling Chamber 

Fig. 1 Schematic diagram of the experimental setup 

The secondary air flow injection is carried out by drawing 
air from a fan and then feeding it to a settling chamber, which 
accommodates the injection mechanism. The injection mecha­
nism consists of one row of brass tubes of 6.2 mm outside 
diameter and 6 mm inside diameter. The injection mechanisms 
used have different pitch-to-diameter ratios between the holes, 
namely PID = 1.7, 2.5, and 5. The injection tubes are intercon­
nected by a fiat plate to form an injection box, which again is 
flush with the modules, Fig. 2(b). Three injection angles were 
also used; 45, 60, and 90 deg. The angles were taken with 
reference to the streamwise direction for the simple injection 
holes and with reference to the spanwise direction for the com­
pound angle holes. The injection mechanism is located between 
the third and fourth rows of modules. Table 1 summarizes the 
geometric design of the injection models with reference to their 
injection angles and the PID ratios. The ratio of injection air 
to free-stream is quantified using the blowing rate ratio, which 
is defined as M = ptUjIp^U^. Different blowing rates for the 
secondary air injection were used in the range 0.25 to 2.96. 
These experiments were conducted at free-stream Reynolds 
numbers of 8 X 103 to 2 X 104. 

Each of the eight heat transfer active modules of the middle 
column of the array is hollowed to the same size of the heater 
such as to accommodate a 22 fi resistance heater; each rated 
at 2 W. This means that each row of the array will have an 
active module in the middle of the row. The leads of the heaters 
are insulated, and are connected to a variable DC power supply. 

Injection 
Model 

P/D P° n° 

A 5.0 60 
B 2.5 60 
C 1.7 60 
D 5.0 45 
E 1.7 45 
F 5.0 90 
G 2.5 90 
H 1.7 90 

A' 5.0 60 

B' 2.5 60 

C' 1.7 60 

D' 5.0 45 

E' 2.5 45 

The module's power is held constant during the experiment, 
such that the per module heat flux is kept constant. The modules 
on the array test surface are fixed to a piece of 2.5 mm balsa 
wood, which is fixed to a 5-mm wood sheet, Fig. 2(a). Each 
module in the array is threaded to accommodate a 3 mm screw, 
so that the modules are well attached to the base sheet. 

The steady-state temperature of the rectangular modules was 
obtained by embedding two copper constantan thermocouples 
to the surface of each module of interest. All thermocouples 
were connected via the 3530 Orion-A data logger. The pressure 
drop across the modules arrays was determined by a total of 24 
static pressure tappings mounted on the roof of the test section 
just over the module array, and these were connected to an 
inclined manometer sensitive to the measurements of small de­
flections as low as 0.05 mm of ethanol. This arrangement of 
pressure tapping enables pressure drop to be obtained along the 
module array as well as at locations before and after the array. 
At each row there exist three tappings, and the average of these 
was taken as the static pressure at that location. The air flow 
rate was determined using a standard nozzle 7.02 cm in diameter 
with a coefficient of discharge of 0.96 installed at the inlet 

N o m e n c l a t u r e 

Ac = flow cross-sectional area of the 
gap above the module, m2 

Asurr = modules exposed area, m2 

b = module height, m 
C = distance between rows of mod­

ules, m 
Cp = pressure coefficient in presence 

of secondary airflow injection 
Cpo = pressure coefficient of basic uni­

form array without secondary air­
flow injection 

D = diameter of injection cylinders or 
holes 

E = input voltage to the elements 
heater, V 

h = heat transfer coefficient, W/m2 • K 
H = height of test section channel, m 
I = input current to the element 

heater, amp 
k^r = thermal conductivity of air, W7 

m-K 

L = module side length, m 
M = blowing rate ratio 
N = denotes downstream row number, 

or the total number of modules 
downstream of the module of in­
terest 

Nu = Nusselt number for the array con­
figurations with secondary air in­
jection 

Nu0 = Nusselt number for uniform array 
configurations without secondary 
air injection 

P = distance between injection holes 
q = heat flux rate, W 

St0 = Stanton number for array configu­
rations without secondary air in­
jection 

Tacl = surface temperature of the active 
module, K 

Trcf = reference temperature of fluid, K 
w = air flow rate through channel, 

m3/s 
j3 — injection hole angle with respect 

to test surface as projected into 
streamwise/normal plane 

v = kinematic viscosity for air, m2/s 
p = air density, kg/m3 

Q = injection hole angle with respect 
to test surface as projected into 
spanwise/normal plane 

Subscripts 
a = air 

act = active 
conv = convection 

I = injection 
ref = reference 

=° = free stream 
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Fig. 2 Details of test sections: (a) view of basic array configuration, (b) 
injection mechanism 

section of the fan. Various flow rates were obtained by varying 
the speed of the fan. 

Once the desired injection air mechanism installed in the test 
section, the fan was switched on with the right amount of air­
flow. The temperature of the secondary injected air is the same 
as that of the main flow in the test section. The heaters were 
also switched on and the experimental setup was allowed to 
reach steady state, which was obtained after about one hour. At 
this instant of time, readings of temperature, input power, pres­
sure drop, and inlet temperature were recorded. The same proce­
dure was repeated for different injection air mechanisms and 
free-stream velocities. 

count for these heat losses. Assuming an emissivity of 0.04 for 
the module's surface, the correction factor combining both of 
these losses was found not to exceed 10 percent of the electrical 
power input. 

The heat transfer coefficient was calculated from 

h = 
-Asurf(.Jact i r e f ) 

(2) 

where q is the heat input to the active module, Asm{ is the five-
surface area of the active module exposed to the air flow, Taa 

is the active module surface temperature, and Tret is the steady-
state temperature of the passive modules at the first row of the 
array. 

Reynolds number (Re) and Nusselt number (Nu) are calcu­
lated from: 

Re 

Nu = 

wL 

Acv 

hL 

(3) 

(4) 

where w, L, Ac, v, and kAx are the air volumetric flow rate, the 
module side length that is parallel to the direction of the airflow, 
the cross-sectional area of the empty space over the modules, 
the kinematic viscosity of air, and the thermal conductivity of 
the air, respectively. 

Presentations of the pressure drop results were classified into 
two groups. The first group is that for basic uniform module 
array configuration where a fully developed regime is estab­
lished. In this region, the per-row pressure drop Aprow is ex­
pressed in terms of the per-row pressure coefficient as 

Aprc 

(1 /2) P V 2 (5) 

where V is calculated as wlAc and p is the air density. The 
second group of pressure drop results is for when the various 
air injection mechanisms are present in the array of modules. 
This is expressed in dimensionless form as CpICpo, where Cp 

represents the per-row pressure drop coefficient in the presence 
of the injection holes. 

4 Results and Discussions 
Throughout the measurements made to establish the data pre­

sented in this paper, care was taken to note possible sources of 
error, and an error analysis based on the method of Kline and 
McClintock (1953) was carried out. The error analysis indicated 
a ±5 percent uncertainty in the heat transfer, ±2 percent for 
pressure coefficients, and ±2 percent in the velocity. Tests were 
repeated a few times to ensure the repeatability of the results. 

3 Data Reduction 

The connective heat transfer rate q was determined from the 
electrical power input to the module using 

q = EI - Aq (1) 

where the term Aq is a small correction for conduction and 
radiation heat losses from the module. In order to minimize the 
radiation losses, the modules have been polished. Fixing the 
modules to the balsa wood plate has minimized the conduction 
heat losses. Hollworth and Durbin (1992) reported that the 
conduction losses through such surfaces never exceed 4 percent 
of the heat input to the module. Furthermore, Wirtz and Dyks-
hoorn (1984) used the same test surface and it was shown, by 
a thermal imaging technique, that very little heat was conducted 
into the balsa wood surface adjacent to the heat dissipating 
modules. A correction factor was computed and applied during 
the calculation of the heat transfer coefficients in order to ac-
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175 

150 

125 

100 

4 5 
Row number 

Fig. 3 Row-by-row Nusselt number distributions for the basic array con­
figuration without secondary air injection 
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Row-by-row Nusselt number distributions of model A, PID = 5 
= 60 deg 

4.1 Heat Transfer Results and Discussion. The row-by-
row distribution of the per-block Nusselt number for the basic 
uniform module array configuration is shown in Fig. 3, for 
different values of Reynolds numbers ranging from 8 X 103 to 
2 X 10". These results show that for all Re values, the maximum 
Nu is attained at the first row of modules, which is attributed 
to the impingement of the flow on the first row of modules. 
Downstream of the first row, Nu decreases with the distance 
up to the third row of modules after which Nu is independent 
of the row location. These rows are consequently considered as 
the fully developed region in the array. The results for the 
basic uniform module array configuration at different Re values 
together with those of Sparrow et al. (1982), Torikoshi et al. 
(1988), Wirtz and Dykshoorn (1984), and Jubran and Al-Sa­
laymeh (1996) are shown in Fig. 4. These results were corre­
lated using the following form: 

Nu0 = a Re" 

St, = bRe'"-

(6) 

(7) 

where Nu0 and St0 are the average values of the Nusselt number 
and the Stanton number in the fully developed region of the 
array, respectively. It is interesting to note that the values of 
the exponent, m, for all investigations that are shown in Fig. 4 
are in the range 0.65 to 0.86. On the other hand, the values of the 
constants a and b are very much dependent on the dimensions 
of the modules and the other array configurations parameters. 
Although the Prandtl number was not variable in the present 
study, it is included in the coefficients of Eqs. (6) and (7). For 
the present investigation with LIE = 0.625 and the range of 
Re used, the following correlations were obtained: 

Nu0 = 0.10 Re072 

St,, = 0.14 Re ' 0 2 8 

(8) 

(9) 

These correlations are in good agreement with those reported 
in the literature. Sparrow et al. (1982), Torikoshi et al. (1988), 
Jubran and Al-Salaymeh (1996), and Jubran et al. (1996) who 
found the exponential, m, to be 0.72. It seems that the present 
work, with the exception of Jubran et al. (1996), is the only 
one that has made use of rectangular modules, while the other 
investigations mentioned used square ones. It can be concluded 
from this that when rectangular modules are used in an array 
configuration, they tend to enhance the heat transfer rate over 
that when square modules are used. 

The effects of inserting different designs of secondary air 
injection mechanisms between the third and fourth rows at a 
fixed mainstream Reynolds number, Re = 1.6 X 104, and blow­
ing rate ratios in the range 0.25 to 2.96, on the heat transfer 
characteristic of the uniform array configuration are shown in 
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Fig. 6 Effect of PID on Nusselt number ratio for 60 deg simple angle 
injection holes at M = 1.0 
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Fig. 7 Row-by-row Nusselt number distributions of model A', PID - 5 
and (I = 60 deg 

Figs. 5-10. The results are plotted in terms of the ratio of Nu 
of the array with secondary air injection, to that Nu0 of the 
basic array configuration with a uniform module array without 
air injection. 

The per-row distributions of Nu/NuD of injection model A 
at blowing rate ratios 0.25, 0.5, and 1.0 is shown in Fig. 5. This 
figure reveals that for all blowing rate ratios, the ratio Nu/Nu„ 
increases with increasing streamwise distance up to the fifth 
row, where the maximum enhancement is attained, and then 
decreases steeply to 8 percent lower than the fully developed 
value without air injection at the last module. In particular the 
maximum values of heat transfer enhancement at the fifth row 
are approximately 15, 10, and 17 percent for blowing rate ratios 
M = 0.25, 0.5, and 1.0, respectively. The effect of increasing 

Journal of Heat Transfer MAY 1998, Vol. 1 2 0 / 3 4 5 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.2 

1.0 

0.8 

• P / D = 5 . 0 
» P / D = 2 . 5 

P / D = 1 . 6 8 

A 

A 
A 

8 
o 

* 

O D 

o . * 

• 

o 

0 ° 

0 

n n nmn n n n n 
3 4 5 6 

Row number 

Fig. 8 Effect of P/D on Nusselt number ratio for 60 deg compound angle 
injection holes at M - 1.0 

a B low inq r a t e = 0 . 5 

* 
0 

B low inq 
B low inq 

r a t e = 1 . 0 
r a t e = 2 . 0 

7 B low inq r a t e = 2 . 9 6 
1 *l 

a o 
a 7 

9 
A 

0 
7 

1.1 a 

* 
V 

8 

* 
a 
9 * 

P 

A A 
a 

n n n n n , n , IIIIIL I n n n n 
0 1 2 3 4 5 6 7 8 

Row number 

Fig. 9 Row-by-row Nusselt number distributions of model D, P/D •• 
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3 
z 

heat transfer enhancement is noted, with the maximum values 
occurring at the fifth row for all blowing rates, except for the 
highest blowing rate ratio M = 2.96, where the maximum en­
hancement in heat transfer is shifted to the sixth row with a 
value of 30 percent. The effect of increasing pitch-to-diameter 
ratio between the holes, P/D = 1.68, 2.5, and 5 for 60 deg 
compound angle air injection model and blowing rate ratio M 
= 1.0, on the heat transfer enhancement is shown in Fig. 8. It 
is clear that the optimum P/D is 2.5, the same as that for simple 
angle injection holes. A comparison between Figs. 6 and 8 
indicates that the simple angle injection holes are slightly better 
than the compound angle injection holes. 

The results of the Nu/Nu„ for simple angle injection holes 
of 45 deg inclination to the streamwise directions and P/D = 
5.0 (Model D) are shown in Fig. 9 for M = 0.5, 1.0, 2.0, and 
2.96. It can be seen from this figure that a maximum heat 
transfer enhancement of 35 percent is obtained for both M = 
2.0 and 2.96. The results of Nu/Nu0 for compound angle injec­
tion holes of 45 deg with respect to the lateral direction (model 
D ' ) are shown in Fig. 10. The figure shows that as the distance 
downstream is increased, the Nu/Nu0 is increased up to the 
maximum value at the fourth row, after which it decreases 
steeply, but is still higher than 1. The presence of the secondary 
air injection from this model tends to enhance the heat transfer 
by 24, 27, 38, and 54 percent for M = 0.7, 1.0, 2.0, and 2.96, 
respectively. Figure 11 compares the results of Nu/Nu0 for 
simple angle injection holes at 45 deg and compound injection 
holes at 45 deg in the spanwise direction at M = 1 and P/D = 
5.0. In general, the simple angle injection holes model tends to 
give better heat transfer enhancement than the compound angle 
injection holes model. Furthermore, rows 4 and 6 are favored 
by receiving better cooling, which might suggest that the present 
cooling technique could be used for modules with increased 
cooling needs. 

Although no flow visualization was carried out in the present 
investigation, one may use similar arguments to that used in 
film cooling of gas turbine blades, which uses similar injection 
models to the one used in the present investigation, to explain 
the heat transfer enhancement in the presence of secondary air 
flow. In particular at blowing rates M > 0.5, jets from the 
injection holes tend to lift off from the surface of the injection 
models to form vortices, which tend to increase the mixing 
between the mainstream flow and the secondary flow injection 
and hence increase the heat transfer rate. The results reported 
here show clearly that as the blowing rate is increased, the heat 
transfer enhancement is increased. 

4.1 Pressure Drop Results and Discussion. The effect 
of the presence of various injection hole models located between 
the third and fourth rows at different blowing rates has been 
investigated. The results of Cp/Cpo are shown in Figs. 12 and 

3 4 5 6 
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Fig. 10 Row-by-row Nusselt number distributions of model D', P/D 
5.0 and fl = 45 deg 

pitch to diameter ratio between the holes, P/D = 1.68, 2.5, and 
5 for 60 deg simple angle air injection model and blowing rate 
ratio M = 1.0, on the heat transfer enhancement, is shown in 
Fig. 6. It is clear that the optimum P/D is 2.5. This optimum PI 
D is found to be the same for all blowing rate ratios investigated. 

The effect of using compound angle air injection holes where 
the secondary air is injected at 60 deg angle to the lateral direc­
tion of the mainstream flow (model A ' ) and M = 0.7, 1.0, 2.0, 
and 2.96 is shown in Fig. 7. The figure indicates that upstream 
of the injection holes the enhancement does not exceed 10 
percent for all blowing rate ratios and it can be noted that 
the enhancement is almost blowing rate independent. However, 
downstream of the injection holes, a significant increase in the 
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Fig. 11 Effect of the injection angle type on Nusselt number ratio for 45 
deg, M = 1 and P/D = 5.0 
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13, where Cp is the local pressure coefficient in the presence of 
the secondary airflow injection holes models, and Cpo is the 
local pressure coefficient of the basic uniform array without 
secondary airflow injection. The parameters investigated in­
clude the blowing rate ratio, the injection angle, and the pitch-
to-diameter ratio, PID. 

Figure 12 shows the effect of secondary airflow injection 
from simple angle injection holes at 60 deg in the streamwise 
direction and PID = 5.0 (model A), on the pressure drop ratio 
Cp/Cpo, for blowing rates M = 0.25, 0.5, and 1. The figure 
indicates clearly that the presence of the secondary air injection 
tends to increase the pressure drop, especially at the location 
of the injection model by as much as 60 percent. However, the 
results also show that the CpICpo is a weak function of the 
blowing rate M. The results of the pressure drop ratio for the 
compound angle injection model at 60 deg in the spanwise 
direction (model A ' ) is shown in Fig. 13. The figure reveals that 
the pressure drop coefficient increases steeply as the streamwise 
distance is increased up to the third, where an abrupt increase 
of 100 percent pressure drop is observed. Downstream of the 
third row of modules, the pressure drop coefficient is decreased 
progressively to nearly 53 percent at the outlet position. Again, 
the results indicate that the pressure drop is a weak function of 
the blowing rate for compound angle holes injection. 

The comparison between Figs. 12 and 13 shows that the use 
of compound angle injection tends almost to double the pressure 
drop over that obtained for simple angle injection holes. This 
may be attributed to the lateral injection of the jets for the 
compound angle, which tends to give a bigger obstruction to 
the mainstream flow and hence cause a higher pressure drop 
than that obtained for the simple injection holes where the jet 

is injected parallel to the main flow. The effect of changing the 
PID and the angles of the injection holes for both simple and 
compound angle hole injection tends to have negligible effects 
on the pressure drop ratio. 

5 Conclusions 
An experimental investigation was conducted to explore the 

effects of using secondary air through various injection hole 
arrangements on the heat transfer coefficient and pressure drop 
characteristics of array configurations composed of rectangular 
individual modules. The experimental results suggest the fol­
lowing conclusions: 

1 The heat transfer enhancement characteristics of array 
configurations composed of rectangular individual modules in 
the presence of secondary air injection holes are very much 
dependent on the PID ratio between the holes. In general, the 
optimum PID in the present investigation is found to be 2.5. 

2 Reducing the injection angles of the secondary air tends 
to enhance the heat transfer from the electronic modules for 
both the compound angle and simple angle injection holes. In 
general the simple injection holes tend to give better heat trans­
fer enhancement than the compound injection holes, except at 
the location of the injection holes, where the compound angle 
holes give better heat transfer enhancement of 54 percent. 

3 The optimum blowing rate ratio that gives the highest 
heat transfer enhancement is dependent on the injection angle 
of the holes and PID. For high PID, the secondary air flow 
should be injected at high blowing rate ratio, while for low PI 
D, blowing rate ratio should be small. 

4 The pressure drop coefficient ratio across the electronic 
modules is essentially a weak function of the blowing rates for 
both compound and simple angle holes. For the same experi­
mental conditions, the simple injection holes tend to have lower 
pressure drop coefficient ratio than that of the compound injec­
tion holes. 
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Heat Transfer Characteristics of 
a Slot Jet Reattachment Nozzle 
A two-dimensional reattachment nozzle called the Slot Jet Reattachment (SJR) nozzle 
was designed and built with a zero degree exit angle. The heat transfer characteristics 
of this submerged nozzle were investigated by varying the Reynolds number, nozzle 
exit opening, and nozzle to surface spacing. The pressure distribution on the impinge­
ment surface for different Reynolds numbers and exit openings were measured. Corre­
lations for location of the maximum local Nusselt number and local Nusselt number 
distribution along the minor axis of the SJR nozzle were determined. A nondimen-
sional scheme for generalized representation of heat transfer data for two-dimen­
sional separated/reattaching flows was developed. The local and average heat trans­
fer characteristics along the minor axis of the SJR nozzle were compared to a 
conventional slot jet nozzle under identical flow power condition. The comparison 
showed that the peak local heat transfer coefficient for the SJR nozzle was 9 percent 
higher than that for a standard slot jet nozzle, while its average heat transfer coeffi­
cient was lower or at best comparable to the slot jet nozzle based on the same 
averaged area. The net force exerted per unit width by the SJR nozzle flow was 13 
times lower than the slot jet nozzle flow under this criterion. Additional experiments 
were conducted to compare the SJR and slot jet nozzles under matching local peak 
pressures exerted by the jet flow on the impingement surface. The results indicated 
52 percent increase in the peak local heat transfer coefficient, and a maximum 
enhancement of 35 percent in average heat transfer coefficient for the SJR nozzle 
over the slot jet nozzle based on the same averaged area under this criterion. 

Introduction 

Impinging jets are used extensively in various applications, 
such as heating, cooling or drying of paper, pulp, printer's ink, 
food, tissue, textiles, chemicals, film, and in the cooling of 
electronic equipment, turbine and combustor components. The 
attraction of these jet systems lies in their ability to control 
local transport rates by varying different parameters such as the 
jet diameter, jet-to-surface spacing, jet-to-jet spacing, and also 
the jet flow rate and temperature. Systems that incorporate im­
pinging jets generally consist of in-line, orifice, or slot jets. For 
a slot jet nozzle, a reservoir upstream of the nozzle provides 
the necessary flow pressure, and the flow exits the nozzle and 
impinges directly on the surface. The transport characteristics 
of the in-line jet and slot jet nozzles are well documented by 
Martin (1977) and Viskanta (1993). 

Two-dimensional jet impingement research dates back to 
over four decades. Korger and Krizek (1966) clearly illustrated 
the effect of nozzle-to-surface spacing on the local mass transfer 
coefficient on the impingement surface using the technique of 
sublimation from naphthalene plates. The parameters studied 
included slot widths, nozzle-to-surface spacings, and nozzle ef­
flux Reynolds number ranging from 6040 to 37,800. They ob­
served a secondary maximum in local mass transfer coefficient 
along the impingement surface for close nozzle-to-surface spac­
ing, but observed that the stagnation point mass transfer coeffi­
cient for this spacing was lower than that for larger spacings. 
They concluded that the maximum stagnation point mass trans­
fer coefficient was obtained at a nozzle-to-surface spacing of 
8.5 slot widths, below which it was lower until about 2.5 slot 
width height, and then went on to increase at lower values. 

Gardon and Akfirat (1966) reported both local and average 
heat transfer coefficients for single and multiple two-dimen-
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sional air jets impinging on an isothermal flat plate using a heat-
flow transducer for three different aspect ratios. They identified 
four regimes of heat transfer corresponding to low and high 
Reynolds numbers, and for small and large nozzle to plate spac­
ings. They observed the same trend as observed by Korger and 
Krizek (1966), and developed correlations for the stagnation 
point Nusselt number in terms of the Reynolds number and 
nozzle-to-surface spacing for the four regimes. Sparrow and 
Wong (1975) measured the mass transfer coefficients as a result 
of jet impingement due to initially laminar slot jets using the 
naphthalene sublimation technique. They observed that the stag­
nation point mass transfer coefficient generally decreased with 
increasing nozzle-to-surface spacing, but showed evidence of 
nonmonotonicity at the highest (laminar) Reynolds number in­
vestigated. They showed that increasing Reynolds number, as 
expected, showed higher transfer coefficients, and suggested 
that the shape of the exit velocity profile had a significant effect 
on the transfer characteristics. 

Martin (1977) summarized the then currently available re­
search on slot jet impingement nozzles and developed correla­
tions for integral mean heat transfer coefficients for single slot 
jet nozzles, as well as arrays, based on the local mass transfer 
measurements of Schliinder et al. (1970). Gau and Lee (1992) 
studied the effect of rectangular jets impinging on rib-roughened 
walls for four different slot widths over a Reynolds number 
range of 2500 to 11,000, and nozzle-to-surface spacings of 2 
to 16 slot widths. The rib heights and pitch-to-height ratios 
were also varied. They observed a significantly different flow 
structure from that of the flat plate case and proposed correla­
tions for the stagnation point Nusselt number as a function of 
slot width, rib height, Reynolds number, and nozzle-to-surface 
spacing. Kataoka et al. (1994) investigated the effect of longitu­
dinal vortices on heat transfer on the impingement surface and 
concluded that the heat transfer in the inner impingement region 
was enhanced due to the surface renewal effects of intermit­
tently colliding vortices on the surface. Also, they concluded 
that the surface renewal motion in the outer impingement region 

348 /Vo l . 120, MAY 1998 Copyright © 1998 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



is controlled by the intermittent collision of large-scale turbulent 
eddies with the surface. 

Relatively few studies have been reported on a different ge­
ometry of the jet. Lee et al. (1994) studied the local heat transfer 
characteristics of an impinging elliptic jet with an aspect ratio 
of 2.14 for various Reynolds numbers and nozzle to surface 
spacings. They reported that the optimum nozzle-to-surface 
spacing for the elliptic jet was closer than that for the in-line 
impinging jet. The investigators observed changes in the shape 
of the isothermal contour on the impingement surface with noz­
zle-to-surface spacing. The Nusselt number in the impingement 
region was found to be larger than for the axisymmetric jet, 
and this increase was attributed to the large entrainment rate 
and large-scale coherent structures associated with elliptic jet 
flow. 

The Radial Jet Reattachment (RJR) nozzle (Page et al., 1986, 
1989) was developed in an attempt to enhance heat and mass 
transfer characteristics while effectively controlling the im­
pingement surface force exerted by the jet flow. In the RJR 
nozzle, the jet is directed outward from the nozzle exit and it 
then reattaches on an adjacent surface in its vicinity. The turbu­
lent mixing that occurs at the boundaries of the free stream 
induces secondary flow by mass entrainment and causes the 
flow to reattach to the surface in the form of a circular ' 'reattach­
ment ring" at close nozzle-to-surface spacing. The jet at this 
ring splits such that part of it recirculates under the nozzle while 
the rest flows outward. Thus, turbulent reattachment enhances 
the transport characteristics over a wide area. The main feature 
of the RJR nozzle, as mentioned earlier, is that a net zero or 
even negative force can be exerted on the reattachment surface 
by simply varying the exit angle, 0, of the nozzle. Multiple RJR 
configurations have been studied (for example, Gruber et al, 
1995, Mohr et al., 1997, Peper, 1996), and the RJR nozzle 
technology is currently being used in industry. One such exam­
ple is the application of RJR blowboxes in the dryer section of 
paper machines (Thiele et al., 1995). Recently, Seyed-Yagoobi 
et al. (1998) compared the ILJ and RJR nozzles under identical 
fluid flow power and peak surface pressures exerted by the two 
nozzles. 

Fig. 1 Schematic of SJR nozzle 

Objectives 
The present paper introduces a two-dimensional submerged 

jet reattachment nozzle called the Slot Jet Reattachment (SJR) 
nozzle, with a zero degree exit angle, shown schematically in 
Figs. 1 and 2. This nozzle is a modification of the existing 
submerged slot jet nozzle based on the RJR nozzle concept. 
The heat transfer characteristics of this innovative nozzle are 
investigated by varying the nozzle-to-surface spacing, the exit 
Reynolds number, and the exit opening. The local pressures on 
the impingement surface are also measured for various Reyn­
olds numbers and exit openings along the direction of the minor 
axis. Correlations for location of the maximum local Nusselt 

Nomenclature 

•Afoil 

b 

Dh 

= surface area of heated foil, m2 

= SJR nozzle exit opening, m 
= pressure coefficient = (p — pMml 

0.5pV2) 
= cross-sectional hydraulic diame­

ter of slot jet nozzle, m 
A.,exit = exit hydraulic diameter for SJR 

nozzle, = 2b 
h = heat transfer coefficient, W/m2K 
/ = current, A 
k = thermal conductivity of air, 

W / m K 
m = flow rate, kg/s 

Nu = local Nusselt number 
P = fluid flow power, W 

Ap = pressure drop between plenum 
and ambient, representing pres­
sure drop across nozzle, Pa 

p = local pressure exerted on im­
pingement surface by jet flow 
from nozzle, Pa 

pMm = atmospheric pressure, Pa 
q" = local heat flux, W/m2 

R = radial direction on impingement 
surface corresponding to ends of 
nozzle, m 

Re = Reynolds number; for SJR noz­
zle: Re = (V-Dhfixit/i/); for slot 
jet nozzle: Re = (V-Dh/v) 

RJR = Radial Jet Reattachment 
SJR = Slot Jet Reattachment 

T = local surface temperature of 
heated inconel foil with air flow 
impingement, K 

V = exit velocity of nozzle, m/s 
Xp = distance from centerline of nozzle 

exit to impingement surface, m 
Z = direction along minor axis of noz­

zle on reattachment surface, m 
A = difference 
6 = exit angle of SJR nozzle, deg 
\ = characteristic length for SJR flow 

= (V*2 + (Zr - (Z„,/2))2), m 
v = kinematic viscosity, m2/s 
p = fluid density, kg/m3 

$ = voltage (V) 

Subscripts 
ad = adiabatic 

cond = conductive contribution (to the 
local heat flux) 

conv = convective contribution (to the 
local heat flux) 

gen = electrically generated (heat flux) 
h = heated 
L = limit of integration along Z 

direction for area averaging 
max = maximum 

r = reattachment 
rad = radiative contribution (to the 

local heat flux) 
w = width of bottom plate of SJR 

nozzle along minor axis, Z„ = 
0.018 m 

ws = slot jet nozzle inside width, 
Zws = 0.010 m 

wso = slot jet nozzle outside width, 
Zmo = 0.014 m 

Superscripts 
* = nondimensional length 
" = flux quantity 

— = average quantity 
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SJR nozzle 

Fig. 2 Schematic showing the geometric parameters of a 0 deg SJH 
nozzle (minor axis direction) 

number, and the local Nusselt number distribution along the 
minor axis of the S JR nozzle are presented. A nondimensionali-
zation scheme to generalize the representation of heat transfer 
data for two-dimensional reattachment flows is presented. 

The local and average heat transfer characteristics along the 
minor axis of the submerged SJR nozzle are compared with 
the conventional submerged slot jet nozzle, at each nozzle's 
optimum nozzle to surface spacing. The comparisons of the 
nozzles are based on two separate criteria of identical fluid flow 
power and matched peak pressure on the reattachment surface 
along the minor axis direction. 

Experimental Set-Up and Procedure 

Nozzle Geometry. The SJR nozzle was built with a rectan­
gular cross section and circular ends to ensure proper reattach­
ment (see Fig. 1). The slot jet nozzle internal width, Zws (along 
minor axis), was 10.2 mm, and a major axis length was 77.5 
mm, giving it an aspect ratio of 7.6. The aspect ratio and the 
major axis length were calculated without considering the circu­
lar ends of the nozzle cross section. The slot hydraulic diameter, 
Dh, was 22.0 mm. The external width of the slot jet nozzle, 
Zwso (see Fig. 2), was 14.0 mm. The approach length of 230 
mm was long enough to ensure fully developed turbulent condi­
tion prior to the exit. The exit was contoured to direct the flow 
parallel to the reattachment surface, resulting in a flow exit 
angle of zero degree. The bottom plate of the SJR was made 
larger than the slot external width in the minor and major axis 
directions by 4.0 mm, in order to direct the flow properly at a 
zero degree exit angle. The exit opening, b, of the nozzle could 
be varied. The exit hydraulic diameter of the SJR nozzle was 
twice the exit opening, b. The slot jet was essentially the same 
nozzle as the SJR, but without the bottom plate. 

Test Facility. The experimental setup used for this study 
is described in detail elsewhere (e.g., see Seyed-Yagoobi et al., 
1998). Briefly, the facility utilized a thin electrically heated 
stationary foil upon which the air jet impinged. The foil surface 
temperatures were measured nonintrusively, with an infrared 
camera and recording system (Mikron Model 6T62), which 
had a temperature resolution as high as 0.025°C. The ambient air 
temperature and nozzle exit temperatures were recorded using 
calibrated T-type thermocouples. A pressure tap located on a 

Plexiglas impingement surface was used for surface pressure 
measurements. The differential pressure, p — patm, was mea­
sured using a pressure transducer (Validyne model DP103-16), 
directly interfaced to a computer. 

Experimental Procedure. All experiments were con­
ducted while ensuring that the supply air temperature at nozzle 
exit was kept close to the ambient room temperature (within 
±0.1 °C), minimizing any thermal entrainment between the noz­
zle flow and the surrounding. The pressure drop across the 
nozzle was noted for each experiment. The foil heat flux for 
the SJR nozzle low-Reynolds-number cases of Re = 4800 and 
Re = 9500 was maintained at around 650 W/m2, while that 
for the other cases was around 1000 W/m2. This was done to 
obtain a good resolution of the local temperatures for the low-
Reynolds-number cases as well as to ensure that the maximum 
foil temperature differentials were less than 10°C with respect 
to ambient air for all parts of the foil in every experiment. This 
temperature differential ensured low radiation losses from the 
foil to the surroundings, and also minimized conduction losses 
below the foil. Also, the free convection at such a temperature 
difference was found to be negligible in comparison with the 
forced convection effect due to the impinging jet. For each 
steady-state flow condition, a typical measurement included a 
recorded thermal image of an adiabatic foil (no electrical heat­
ing), followed by another recorded thermal image of the heated 
foil. The analysis involved a digital subtraction of the two stored 
computer thermal images, followed by conversion of these tem­
perature differentials to corresponding heat transfer coefficients. 
The mass flow rate for the slot jet and SJR nozzles was adjusted 
according to the pressure drop for the constant flow power 
experiments. Pressure measurements along the centerline of the 
major axis in the direction of the minor axis, Z, of the impinge­
ment surface were recorded for the slot jet nozzle and the SJR 
nozzle to determine the local pressures exerted by the jets on 
the surface. 

Calculation Procedure 
The temperature differential was related to a corresponding 

local heat transfer coefficient as given by Eq. (1) 

»loc — (1) 
{Th - Tad) 

The convective heat flux for Eq. (1) was calculated from 

^conv 7̂ gen 9cond — <7rad- ( 2 ) 

The conduction losses were determined from known apparatus 
conductance values and temperatures. The radiation losses were 
calculated from the room and foil temperatures under black-
body surrounding radiation condition. These two losses were 
always included in the analysis and were less than 5 percent 
of q g'en. The electrically generated heat flux was calculated from 
the voltage and current readings: 

91 
( $ • / ) 

(3) 

where Am is the surface area of the electrically heated surface. 
The local Nusselt number was determined as follows: 

Nu = (4) 

where X. is the characteristic length of the flow, defined in the 
following section. The average heat transfer coefficient in the 
Z direction was given by 

h = %SS-
AT 

(5) 

where the area-averaged temperature differential is defined as 
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AT = (T„ - Tad) = i f L (T„(r) - Tml{r))dZ. (6) 

The fluid flow power was calculated as follows: 

P = {^} (7) 

No corrections were added to the measured pressure drop since 
the air velocity in the plenum was small, and the flow was 
considered incompressible. 

Error Analysis 
An error analysis was performed for all experiments based 

on the method by Kline and McClintock (1953). In particular, 
for the optimum slot jet nozzle case of XPIZ„S = 9.9, Re = 
48,600, and for the SJR nozzle case of Xp/Zm = 1.0, with 
optimum exit opening of b/Zw = 0.29, and the highest Reynolds 
number of Re = 28,600, the average values of uncertainty in the 
local heat transfer coefficient were 2.0 percent and 3.1 percent, 
respectively. To confirm repeatability of results, these experi­
mental cases were repeated several times. The minimum and 
maximum percent standard deviations of the local heat transfer 
coefficient values for the slot jet nozzle were respectively 1.8 
and 4.4, with an average value of 2.4. The minimum and maxi­
mum percent standard deviations of the local heat transfer coef­
ficient for the SJR nozzle case were 0.4 and 6.7, with an average 
value of 3.9, respectively. The high values of standard deviation 
for the slot jet corresponded to the stagnation region while those 
for the SJR were around the reattachment region. 

Experiments were conducted for the slot jet nozzle to com­
pare our local heat transfer data to reported values in the litera­
ture (Gau and Lee, 1992, Schliinder et al„ 1970), under similar 
operating conditions. Our data were in good agreement (less 
than 9 percent different in the stagnation region) with those of 
Gau and Lee (1992) while they were around 35 percent higher 
than the data reported by Schliinder et al. (1970). 

Experimental Results 

The temperature image of the heated plate showed two dis­
tinct regions implying that the flow characteristic of the slot 
jet and SJR nozzles was two dimensional in nature. The two 
directions, Z and R, corresponded to the nozzle minor axis 
direction and the radial direction at the ends of the nozzle, 
respectively (see Fig. 1). In the Z direction, the temperature 
distribution consisted of isothermal sections of fairly uniform 
rectangular strips of constant temperatures. The R direction con­
sisted of radial isothermal sections at the ends of the nozzle. 
Since the Z direction was the main direction of interest, all the 
data in this paper will pertain to this direction only. The heated 
image was relatively symmetric about the two axes. Hence, the 
results for Nusselt number are presented only in the positive Z 
direction. 

Experiments were conducted over a range of operating pa­
rameters to study the individual effect of exit Reynolds number, 
Re, exit opening, b, and nozzle-to-surface spacing, Xp, on the 
heat transfer characteristics of the SJR nozzle. Initially, Xp was 
varied to determine an optimum (based on heat transfer) op­
erating height for the SJR nozzle at a fixed b. In general, the 
SJR nozzle was operated at close nozzle-to-surface spacings to 
ensure that the flow reattached on the surface. The centerline 
velocity of the jet decreased rapidly due to jet mixing and 
resulted in a decrease in heat transfer with an increase in Xp. 
A Xp of 11 mm provided the highest local heat transfer values 
in the range experimented. Xp of less than 11 mm was not 
investigated since the bottom plate touched the surface at such 
close spacings. A majority of the experiments were conducted 
at this "optimum" nozzle-to-surface spacing, by varying b and 

Re. Based on the analysis of data from these experiments, a 
scheme for generalized, nondimensional representation of the 
heat transfer and pressure data was determined and will now 
be presented. 

Scheme for Generalization of Two-Dimensional Reattach­
ment Jet Data. It is a standard practice to represent heat transfer 
data in the form of a Nusselt number, the characteristic length 
for which is selected such that it is critical to the heat transfer 
phenomenon. For a regular jet, the length of jet prior to impinge­
ment is the critical characteristic length, and it is proportional 
to the nozzle hydraulic diameter. Hence, the Nusselt number is 
generally based on the hydraulic diameter of the nozzle for im­
pinging jet flows. In the case of a reattachment nozzle (such as 
an SJR nozzle), the jet length prior to reattachment is not directly 
proportional to any single geometric parameter associated with 
the nozzle. The path of the jet prior to reattachment is determined 
by a combination of entrainment on both sides of the jet, conserva­
tion of mass in the recirculation region, and momentum balance 
along the jet path, which are in turn dependent on nozzle parame­
ters. The nozzle parameters are Xp, b, Z„,, and 9 (see Fig. 2). 
Among these, the exit opening (note that exit hydraulic diameter 
of SJR nozzle is equal to 2b) decides the flow condition at the 
exit, and hence, the flow exit Reynolds number should be based 
on this parameter. The width of the bottom plate does not play a 
role in the similarity of flow field, since the similar flow region 
begins at the edge of the plate, and not from the nozzle centerline. 
In this study, 9 was a constant (0 deg). Since the jet path is a 
combined effect of various parameters, we cannot directly choose 
any one of the nozzle dimensions as the characteristic length for 
Nusselt number. 

The characteristic length, then, should be based on the jet 
length from separation to reattachment. This region is most 
critical to convective heat transfer. Accordingly, we use a 
straight line between separation and reattachment points in the 
SJR nozzle flow field as a- reasonable approximation of that 
critical length (see Fig. 2). In reality, this line is curved, but 
the determination of the rectified length is a second-order cor­
rection that is not significant for the current representation. 
Therefore, the heat transfer coefficient is nondimensionalized 
with this length, \ , for the Nusselt number representation where 

^=(x?+(z r - i y y 5 (8) 

Note that Z,. is based on the location of maximum local heat 
transfer coefficient. 

The distance from the nozzle centerline, Z, along the minor 
axis can be nondimensionalized with respect to the same charac­
teristic length, \ . However, the distance Z„,/2 should be sub­
tracted from Z since the geometrically similar flow field begins 
at the point of separation and not from the centerline of the 
nozzle. Representation of Nusselt number and Z* [Z* = (Z -
ZJ2)/\] in terms of \ enables us to combine the effects of 
changes of Xp and b into a single parameter, Xplb. This parame­
ter represents the geometric similarity criterion of SJR nozzles, 
i.e., if two nozzles have the same Xplb, the Nusselt numbers 
will be the same if the exit Reynolds numbers are identical. 

Varying Xp while keeping b fixed results in a shift in the 
reattachment location. However, changing b with Xp fixed does 
not have any significant effect on the location of reattachment 
point, for the range of experiments conducted. This will be 
clarified in the following section. As mentioned before, two 
dynamically similar SJR nozzle flows should result in identical 
Nusselt number distributions. This implies that if, say, we have 
the same ratio of Xplb by changing Xp or b, the location of 
reattachment (in terms of the proper nondimensional distance, 
Z*) should not differ. This can be true only if Z is nondimen­
sionalized with a length that is sensitive to changes in reattach­
ment point location. It is for this reason that Z is nondimension-
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Fig. 3 Nu/Re07 variation with X„/b at Re = 14,500 

alized with the characteristic length, X., used in the definition of 
Nusselt number. 

The local gage pressure on the reattachment surface was 
made nondimensional by introducing pressure coefficient, Cp, 
based on the exit conditions of the SJR nozzle. 

Effect of Variation of Xp/b. Figure 3 represents a graph 
of Nu/Re0 7 as a function of Z* for various Xplb values at a 
fixed Reynolds number of 14,500. The reason for normalization 
by Re0,7 will be clear in the next section. It should again be 
mentioned that the centerline of the nozzle is at Z * = -ZWI2\. 
In most cases, data points directly beneath the nozzle could not 
be obtained due to adverse viewing requirements of the IR 
camera. The general trend for all cases was an increase in Nu/ 
Re a 7 , culminating in a peak around the stagnation region, fol­
lowed by monotonically decaying region of heat transfer, typical 
of a turbulent boundary layer growth. The overall trend in heat 
transfer distribution was that of separated and reattaching flows, 
like that in a backward-facing step. 

In the case where Xp was kept fixed and b varied, the ratio 
Xplb decreased with increasing values of b. This resulted in a 
lower Nusselt number for a fixed Reynolds number. Physically, 
this implied that when two SJR nozzles operate at the same 
nozzle-to-surface spacing and Reynolds number, the nozzle 
with a smaller exit opening would have a larger exit momentum 
than the nozzle with a larger exit opening. Since the length of 
the free jet (hence, X) was the same for both cases, the nozzle 
with a smaller exit opening had a higher heat transfer coeffi­
cient, and consequently higher Nusselt number. 

In a case where b was fixed and Xp varied, the ratio Xp/b 
decreased with decreasing nozzle to surface spacing. Figure 3 
indicates that the Nusselt number for a lower Xplb ratio is 
lower than that for a large ratio. However, a decrease in Nusselt 
number did not correspond to a decrease in heat transfer coeffi­
cient. Physically, the heat transfer coefficient actually increased 
with lower nozzle-to-surface spacing. However, the characteris­
tic length, \ , decreased for a lower nozzle-to-surface spacing, 
which resulted in a net decrease in Nusselt number. Also, in 
Fig. 3, when Xp and b were varied over three different values 
to yield the same value of Xp/b = 3.30, the data for all three 
cases essentially collapsed, indicating that for a dynamically 
similar SJR nozzle flow (i.e., where Xp/b and Re are fixed), 
the Nusselt number distributions were identical. 

In the case where Xp was varied with b fixed, the reattachment 
location changes, moving toward the nozzle for closer nozzle 

to surface spacings (Xp). However, since Z* is nondimension-
alized with X. (which reduces with decrease in nozzle to surface 
spacing), the net location of reattachment in terms of Z* re­
mained unchanged (see Fig. 3). Thus, varying Xp while keeping 
b fixed, or vice versa, had no different effect on the location of 
the reattachment point when represented as Z*. This allowed 
us to represent the combined effects of variations of Xp and b 
as a single parameter, Xplb. 

Figure 4 shows Cp as a function of Z* for varying Xplb 
values and fixed Reynolds number of 14,300. A mirror image 
of the data points in the negative Z * direction is plotted along 
with the positive values to indicate the symmetry of data. The 
data in Fig. 4 were recorded at the "optimum" nozzle-to-sur­
face spacing of 11 mm. Thus, for a fixed Xp< an increase in Xpl 
b corresponded to a decrease in b, and vice versa. Cp values 
for higher Xplb were lower than for the lower Xplb cases. The 
increase in Cp value for the lower Xplb (larger exit opening) 
cases was caused by the low value of exit velocity. Thus, the 
dynamic exit pressure, 0.5V2p, with which the static pressure 
on the surface was made nondimensional, was itself changing 
at a faster rate than the static pressure on the reattachment 
surface, and resulted in the observed trend. Also, lower value 
of Cp would result with increased Xp at a fixed b due to a 
decrease in the local surface pressure differential, p — pam, for 
the same exit velocity. 

Effect of Variation of Exit Reynolds Number. The effect 
of variations of Xplb and Re can be combined into a single 
graph, shown in Fig. 5, to represent the cumulative effect of 
the two parameters on heat transfer characteristics of the 0 deg 
SJR nozzle. As observed in Fig. 3, Nu/Re0-7 increased with an 
increase in Xplb. In a situation when Xplb was fixed and Re 
varied, it is apparent that Nusselt number increases with increas­
ing Reynolds number, due to an increase in the exit velocity. 
However, it can be seen from Fig. 5 that the data points of Nu/ 
Re07 for all Reynolds numbers for a fixed Xplb collapsed into 
a single graph, indicating the power law dependence of Nusselt 
number on Reynolds number. The collapse of data around the 
reattachment region is not perfect, and may partly be due to 
the high experimental uncertainties in this region. In general, 
however, we can conclude that Nu/Re0'7 was essentially inde­
pendent of Re for a fixed Xplb. Goldstein et al. (1986) found 
a similar dependence for Nusselt number in a circular impinging 
jet. They found that Nu/Re0'76 was essentially independent of 
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Fig. 5 Generalized representation of the heat transfer characteristics 
of SJR nozzle 

Re for all nozzle-to-surface spacing tested except close to the 
stagnation region, where the data did not collapse completely. 
Note that the exponent on the Reynolds number differs slightly 
for the SJR nozzle from that proposed by Goldstein et al. (1986) 
for in-line jet nozzles. 

It can be seen from Fig. 5 that the location of maximum local 
Nusselt number was independent of Re for the range experi­
mented. The variation of Re was directly proportional to the 
exit velocity for a fixed Xp/b. In order to draw precise conclu­
sions about the effect of exit velocity on the reattachment re­
gion, the interactions between the various components of the 
SJR nozzle flow would have to be considered. Interactions occur 
due to the jet entraining air on both sides, the momentum conser­
vation along the curved jet path, the momentum balance at 
reattachment, and the conservation of mass within the recircula­
tion region. For the turbulent flow present in the SJR nozzle 
reattachment region, the flow field pattern is dependent on the 
nozzle-to-surface spacing and the nozzle exit opening, but 
weakly dependent on the exit velocity. However, the exit veloc­
ity strongly affects the heat transfer on the reattachment surface. 

A graph representing the cumulative effect of Cp variation 
with Xp/b and Re is shown in Fig. 6. As seen from this graph, 
Cp increases with a decrease in Xplb for a fixed Re, and remains 
essentially unaltered at a fixed Xplb for varying Re. Figure 6 
shows that for a fixed Xplb = 3.31, the data for three different 
Reynolds numbers collapse onto a single graph, further strength­
ening the heat transfer observations in Fig. 5. The gage pressure 
exerted on the surface increased (both the positive and negative 
pressure differences) with Reynolds number for a fixed Xplb. 
However, the exit velocity (used in the denominator of Cp) also 
increased with increasing Reynolds number, thus countering 
the effect of increased pressure. As expected, negative gage 
pressures were observed within the recirculation zone. 

Correlations for 0° SJR Nozzle. Based on experiments 
conducted over six different Reynolds numbers, and five exit 
openings, at a nozzle-to-surface spacing of 11 mm, correlations 
were developed to represent the location and value of the maxi­
mum local Nusselt number. As seen from Figs. 3 and 5, the 
location of maximum local Nusselt number was relatively inde­
pendent of Xplb and Re, and was a constant value. Hence, we 
can represent the location of maximum local Nusselt number 
as 

Z * 
~2 

Z, 

x'p+[z. 
Zn, 

2 

= 0.933 (9) 

Equation (9) predicted the experimental values of Z * to 
within 5 percent. Zw was kept a constant in all experiments. It 
should be mentioned again that Zr is the location of the maxi­
mum local Nusselt number. This correlation is extremely useful 
in order to utilize the information provided in the figures since 
the characteristic length, \ , is dependent on Z,.. Once Z,. is made 
known by this correlation, X and heat transfer coefficients can 
be back calculated from the graphs. 

Equation (9) helps us to determine the location of the peak 
local Nusselt number. In practical applications, the variation of 
Nu with Z * is of prime importance since the spatial nonunifor-
mities associated with impingement heat transfer can be esti­
mated. Since the trend of Nu with Z* (for example, see Fig. 
3) is not a monotonically decreasing trend, it is split into two 
regions (the first, from the nozzle centerline to the point of 

maximum local heat transfer, Z *, and the second from Z,? 
onward). The two correlations combined can effectively de­
scribe the entire heat transfer distribution of the SJR nozzle. 
Accordingly, the following Nu correlations were developed: 

Nu = Re0 Xc •exp[a + bZ* + cZ* 2 + d e x p ( - Z * ) ] ; 

0 = = Z * = s Z * ( 1 0 ) 

where a = -66.2090, b = 60.1880, c = -18.8270, and d = 
64.3570; and 

Nu = R e 0 J - ( ^ 
b 

•exp[a + bZ*2 + c e x p ( - Z * ) ] ; 

Z * < Z * s 8 (11) 

where a = -1.9290, b = -0.0091, and c = 2.2350. 
The ranges of validity of Eqs. (9) , (10), and (11) are 
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Fig. 6 Generalized representation of C„ for the SJR nozzle 
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1.66 < X„lb s 4.97 

4,800 < R e s 28,600 

Pr = 0.71, and 0 = 0° 

The coefficient of determination values for Eqs. (10) and (11) 
are 0.974 and 0.988, respectively. Equation (10) predicts 94 
percent of the correlated data to within 15 percent while Eq. 
(11) predicts 99 percent of the data to within 10 percent of the 
experimental values. Equation (10) can be used to determine 
the magnitude of peak local Nusselt number by substituting the 
value of Z * from Eq. (8). To illustrate the accuracy of the 
prediction, local heat transfer values calculated from Eqs. (9), 
(10), and (11) are plotted with an experimental case that was 
not used to develop the correlation. Their agreement, as shown 
later in Fig. 9, is quite good in all regions, and the maximum 
deviation between calculated and experimental values is 13 per­
cent at Z* = 8.0. 

Comparison of Heat Transfer Characteristics of SJR and 
Slot Jet Nozzles. When comparing slot jet nozzle and SJR 
nozzle with the same pipe hydraulic diameter, although the 
transport characteristics for the SJR nozzle were superior to the 
slot jet nozzle under the same mass flow rate condition (since 
the exit hydraulic diameter of the SJR was smaller than the pipe 
hydraulic diameter), a fair comparison would have to include 
the additional pressure drop in the SJR nozzle due to the deflec­
tion of the flow by the bottom plate. Comparison under the 
same exit velocity was also not proper since we could have a 
different mass flow rate but still have the same exit velocity for 
both the SJR and slot jet nozzles. A comparison under identical 
exit momentum for the two nozzles would have been a better 
comparison, since the product of mass flow rate and exit veloc­
ity would have to be kept constant. However, such a comparison 
would not account for the additional pressure losses associated 
with the SJR nozzle. Hence, the two nozzles are compared 
under identical fluid flow power at each nozzles' "optimum" 
height from the impingement surface. This section of the paper 
highlights the importance and application of fluid flow power 
as a comparison criterion by choosing a particular case of identi­
cal pipe hydraulic diameters of the slot jet and SJR nozzles. 
Such a case is typical when one is interested in modifying 
existing slot jet nozzles into SJR nozzles. 

The representation scheme used for a performance compari­
son of the two nozzles is discussed below. The height of the 
slot jet nozzle from the impingement surface was made nondi-
mensional with respect to the slot width, Zws. The Reynolds 
number for the slot jet nozzle was based on the slot velocity 
and the slot hydraulic diameter. As before, the Reynolds number 
for SJR nozzle was based on the exit hydraulic diameter and 
exit velocity. In the following graphs, Z = 0 m corresponds to 
the nozzle centerline. Also, the nozzle-to-surface spacing of the 
SJR nozzle was made dimensionless with respect to the slot 
width, Zws, for ease of comparison with the slot jet nozzle. The 
heat transfer data are reported in terms of local and average 
heat transfer coefficients since the definition of characteristic 
length in the Nusselt number is different for the two nozzles. 

The first set of experiments was conducted to determine the 
slot jet's optimum spacing from the impinging surface under a 
flow power of 45 W (Narayanan et al., 1996). The results 
indicated that the optimum height for the slot jet nozzle was at 
Xp/Zws = 9.9, based on the peak local Nusselt number in the Z 
direction. This optimum height is in excellent agreement with 
the optimum height results reported by Gardon and Akfirat 
(1966). As mentioned before, the "optimum" height of the 
SJR nozzle corresponded to its closest Xp value of 11 mm {XPI 
Z,„= 1.0). 

Figure 7 illustrates the local and average heat transfer coeffi­
cient distributions in the Z direction at a flow power of 45 W, 
for the slot jet nozzle at XPIZ„S = 9.9 and for the SJR nozzle 
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Fig. 7 Comparison of local and average heat transfer distributions of 
slot jet and SJR nozzles under P = 45 W 

at Xp/Zws = 1.0. In addition, the data for the slot jet nozzle at 
XPIZWS =1 .0 are also shown. The Reynolds number for the slot 
jet nozzle corresponded to 48,600 for XpIZm = 9.9, while it 
was 47,000 for the slot jet at XPIZWS = 1.0. The exit Reynolds 
number for the SJR nozzle for the corresponding flow power 
was 15,000. The peak local heat transfer coefficient for the slot 
jet case of Xp/Z„s = 9.9 occurred in the stagnation region and 
was equal to 376 W/mzK, while that for the SJR nozzle occurred 
in the reattachment band and was equal to 410 W/m2K, corre­
sponding to an enhancement in the peak local heat transfer 
coefficient of around 9 percent. The slot jet nozzle at XpIZm = 
1.0 showed a second peak at around ZIZm = 5.47. This trend 
was observed in the in-line jet as well (Lytle and Webb, 1994, 
Popiel and Trass, 1991, Viskanta, 1993, and Seyed-Yagoobi et 
al., 1998). The second maximum in the case of the slot jet 
nozzle was found to be less pronounced than the in-line jet 
case. 

Figure 7 also shows the average heat transfer coefficient as 
a function of ZIZm. For the SJR nozzle, data directly below the 
nozzle could not be recorded. Based on local heat transfer data 
in the R direction, it was observed that the local heat transfer 
increased slightly in this region toward the centerline. Hence, 
constant values (corresponding to the lowest h) of average heat 
transfer was chosen for these points. It was observed that al­
though the SJR nozzle peak local heat transfer coefficient was 
higher than the slot jet case of XPIZ„S = 9.9, its average heat 
transfer coefficient was actually lower, or at best equal to the 
slot jet nozzle over the same averaged areas. The heat transfer 
characteristics of the SJR nozzle could be improved greatly 
with positive exit angles, as reported by Narayanan et al. 
(1997). Also, the force exerted on the surface by the SJR nozzle 
was quite negligible compared to the strong force of the slot 
jet for similar average heat transfer coefficient. The net force 
per unit depth exerted on the impingement surface (from Z/Zws 

= -11.3 to 11.3) by the SJR nozzle was 1.7 N/m compared 
to a force per unit depth of 22.1 N/m exerted by slot jet nozzle 
under the same flow power condition. 

Figure 8 shows the local gage pressure distribution on the 
impingement surface for both nozzles under the same fluid flow 
power at each nozzles' "optimum" height from the impinge­
ment surface. The surface gage pressure is not presented in the 
dimensionless form in this case because the exit velocities for 
the slot jet and the SJR nozzles are different, not allowing for 
a direct comparison of surface gage pressure in terms of Cp. 
As seen in Fig. 8, the SJR nozzle exerts significantly lower 
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Fig. 8 Comparison of surface pressure distribution of slot jet and SJR 
nozzles 

pressure on the surface compared to the slot jet nozzle under 
identical flow power of 45 W. The peak local gage pressure 
exerted by the slot jet nozzle on the surface was found to be 
3.1 times larger than the peak pressure exerted by the SJR 
nozzle, although the SJR nozzle operated at much closer nozzle-
to-surface spacing. 

Additional heat transfer experiments were conducted while 
matching the local peak pressure exerted by the SJR nozzle to 
the local peak pressure exerted by the slot jet nozzle. Such a 
comparison is important since the peak pressure exerted by the 
nozzle on the substrate is critical in certain applications. The 
SJR nozzle flow power in this case had to be increased to 190 
W, which was around 4.2 times the flow power of the slot jet 
nozzle. Figure 9 illustrates the local and average heat transfer 
coefficient for this case compared to the slot jet nozzle. The 0 
deg exit angle SJR nozzle provided better heat transfer com­
pared to the slot jet nozzle when the peak pressure exerted on 
the impingement surface was the basis of comparison. The SJR 

nozzle peak local heat transfer coefficient was approximately 
52 percent higher than that for the slot jet nozzle. The peak 
value of the average heat transfer coefficient for the SJR nozzle 
showed an enhancement of 35 percent over the slot jet nozzle 
at a ZIZWS = 6.84. Under this comparison, the net force per unit 
depth exerted by the SJR nozzle was 4.0 N/m as compared to 
a force per unit depth of 22.1 N/m exerted by the slot jet nozzle. 

Conclusions 
A new impingement nozzle called Slot Jet Reattachment 

(SJR) nozzle was designed and built with a zero degree exit 
angle. The heat transfer characteristics of this nozzle were inves­
tigated by varying the nozzle-to-surface spacing, Reynolds num­
ber, and the nozzle exit opening. Correlations for the location 
of the peak local Nusselt number and for the variation of Nu 
along the minor axis centerline were presented. These correla­
tions can be very useful in the design of single SJR nozzles. A 
nondimensional scheme for generalized representation of heat 
transfer data for two-dimensional separated/reattaching flows 
was developed. Specifically, a length scale that truly represented 
the heat transfer phenomenon of two-dimensional reattachment 
jets was identified. 

The SJR nozzle's performance was compared to a slot jet 
nozzle under identical flow power condition. The local heat 
transfer coefficient comparison results indicated a 9 percent 
enhancement in the peak local Nusselt number for the SJR 
nozzle under identical flow power condition, while the average 
heat transfer was at best only comparable to the slot jet nozzle. 
A comparison under identical peak surface pressures for the 
SJR and the slot jet nozzles indicated an enhancement of 52 
percent in the peak local Nusselt number could be obtained by 
the use of the SJR nozzle. The peak value of the average heat 
transfer coefficient, under this condition, for the SJR nozzle 
showed an enhancement of 35 percent against the slot jet nozzle 
over the same averaged area. 

The true benefit of the SJR nozzle lies in the fact that the force 
on the reattachment surface can be controlled. Specifically, this 
could make a significant impact in the cooling, drying, or heat­
ing of fragile materials. Since the force can be effectively con­
trolled with the SJR nozzle, it is possible to operate this nozzle 
at high flow rates, resulting in significant enhancements in heat 
transfer values. The SJR nozzle operates closer to the impinge­
ment surface than a slot jet nozzle, thus permitting compact new 
equipment and retrofitting of existing slot jet nozzle equipment. 
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jet and SJR nozzles under constant surface peak pressure 

Acknowledgments 
This study was financially supported by the Texas A&M 

University Drying Research Center and the Texas A&M Uni­
versity Energy Resources Program. 

References 
Gardon, R., and Akfirat, J. C , 1966, ' 'Heat Transfer Characteristics of Imping­

ing Two-Dimensional Air Jets," ASME JOURNAL OF HEAT TRANSFER, Vol. 88, 
pp. 101-108. 

Gau, C , and Lee, C. C , 1992, "Impingement Cooling Flow Structure and Heat 
Transfer Along Rib-Roughened Walls," Int. J. Heat Mass Transfer, Vol. 35, No. 
11, pp. 3009-3018. 

Goldstein, R. J., Behbahani, A. I., and Heppelmann, K. K., 1986, "Streamwise 
Distribution of the Recovery Factor and the Local Heat Transfer Coefficient to 
an Impinging Circular Air Jet," Int. J. Heat Mass Transfer, Vol. 29, No. 8, pp. 
1227-1235. 

Gruber, T. C , Page, R. H., Seyed-Yagoobi, J., and Albrecht, S. L„ 1995, "Dry­
ing With Two Radial Jets: Development of RJR Drying Arrays," Technical 
Association of Pulp and Paper Industries Journal, Vol. 78, No. 7, pp. 124-128. 

Kataoka, K., Kawasaki, H., Tsujimoto, M., and Ohmura, N., 1994, "Effect of 
Longitudinal Vortices on Heat Transfer Surfaces Which a Two-Dimensional Jet 
Strikes Against," Heat Transfer 1994, Proc. 10th International Heat Transfer 
Conference, Brighton, UK, Vol. 3, 4 EC-8, pp. 31-36. 

Kline, S. J., and McClintock, F. A., 1953, "Describing Uncertainties in Single 
Sample Experiments," Mechanical Engineering, Vol. 75, Jan., pp. 3-8. 

Korger, M., and Krizek, F., 1966, "Mass Transfer Coefficient in Impingement 
Flow From Slotted Nozzles," Int. J. Heat Mass Transfer, Vol. 9, pp. 337-344. 

Journal of Heat Transfer MAY 1998, Vol. 120 / 355 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Lee, Sang-Joon, Lee, Jung-Ho, and Lee, Dae-Hee, 1994, "Local Heat Transfer 
Measurements From an Elliptic Jet Impinging on a Flat Plate Using Liquid Crys­
tal," Int. J. Heat Mass Transfer, Vol. 37, No. 6, pp. 967-976. 

Lytle, D., and Webb, B. W., 1994, "Air Jet Impingement Heat Transfer at Low 
Nozzle-Plate Spacing," Int. J. Heat Mass Transfer, Vol. 37, No. 12, pp. 1687-1697. 

Martin, H., 1977, "Heat and Mass Transfer Between Impinging Gas Jets and 
Solid Surfaces," Advances in Heat Transfer, Vol. 13, pp. 1-60. 

Mohr, J. W., Seyed-Yagoobi, J., and Page, R. H., 1997, "Heat Transfer From 
a Pair of Radial Jet Reattachment Flames," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 119, No. 3, pp. 633-635. 

Narayanan, V., Seyed-Yagoobi, J., and Page, R. H., 1996, "Comparison of Heat 
Transfer Characteristics of a Slot Jet Reattachment Nozzle and a Conventional Slot 
Jet Nozzle," Proc. ASME Heat Transfer Division, Vol. 2, ASME HTD-Vol. 333, 
pp. 151-157. 

Narayanan, V., Seyed-Yagoobi, J., Page, R. H„ and Alam, S. A., 1997, "Effect 
of Exit Angle on the Heat Transfer Characteristics of a Slot Jet Reattachment 
Nozle and Its Comparison to a Slot Jet Nozzle," Proc. 1997 ASME National 
Heat Transfer Conference, ASME HTD-Vol. 347, Vol. 9, pp. 119-127. 

Page, R. H., Ostowari, C , and Carbone, J. S., 1986, "Radial Jet Flow," Proc. 
4th International Symposium on Flow Visualization, Paris, France, pp. 512-521. 

Page, R. H., Hadden, L. L., and Ostowari, C , 1989, "A Theory for Radial Jet 
Reattachment Flow," AIAA Journal, Vol. 27, No. 11, pp. 1500-1505. 

Peper, F., 1997, "Strfimungsstruktur, Warmeiibergang, Strahlkraftund Druck-
verlust Radialer Prallstrahlfelder," Ph.D. Dissertation, Ruhr University, Bochum, 
Germany. 

Popiel, C. O., and Trass, O., 1991, "Visualization of a Free and Impinging 
Round Jet," Experimental Thermal and Fluid Science, Vol. 4, pp. 253-264. 

Schltinder, E. U., Krotzsch, P., Hennecke, Fr.-W„ 1970, "GesetzmaBigkeiten 
der Warme- und StoffUbertragung bei der Prallstromung aus Rund- und Schlitzdtl-
sen," Chemie-Ing.-Techn., Vol. 42, pp. 333-338. 

Seyed-Yagoobi, J., Narayanan, V., and Page, R. H., 1998, "Comparison of 
Heat Transfer Characteristics of Radial Jet Reattachment Nozzle to In-Line Im­
pinging Jet Nozzle," ASME JOURNAL OF HEAT TRANSFER, Vol. 120, this issue, 
pp. 335-341. 

Sparrow, E. M„ and Wong, T. C , 1975, "Impingement Transfer Coefficients 
Due to Initially Laminar Slot Jets," Int. J. Heat Mass Transfer, Vol. 18, pp. 597-
605. 

Thiele, E. W., Seyed-Yagoobi, J., Page, R. H., and Castillo-Garcia, H., 1995, 
' 'Enhancement Drying Rate, Moisture Profiling, and Sheet Stability on an Existing 
Paper Machine With RJR Blow Boxes," Proc. TAPPI Papermakers Conference, 
Chicago, IL, pp. 223-228. 

Viskanta, R., 1993, "Heat Transfer to Impinging Isothermal Gas and Flame 
Jets," Experimental Thermal and Fluid Science, Vol. 6, pp. 111-134. 

356 / Vol. 120, MAY 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E R R A T A  
To the paper, "Buoyancy-Induced Convection in a Narrow Open-Ended Annulus," by K. Vafai, published 

in the ASME JOURNAL OF HEAT TRANSFER, Vo1. 119, August 1997, pp. 483-494: 
The correct form of Eq. (28) is: 

It should also be noted that the Rayleigh number used in both Eq. (28) and Section 4.3 is based on the radius 
of the inner cylinder. 
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Constructal Optimization of 
Internal Flow Geometry in 
Convection 
In this paper "constructal theory" is used to predict the formation of geometric 
shape and structure in finite-size fluid systems subjected to heating from below. Two 
classes of system are considered as tests: (i) single-phase fluid layers, and (ii) porous 
layers saturated with single-phase fluids. It is shown that the minimization of thermal 
resistance across the layer can be used to account for the appearance of organized 
macroscopic motion (streams) on the background of disorganized motion (diffusion). 
By optimizing the shape of the flow, it is possible to predict analytically the main 
structural and heat transfer characteristics of the system, e.g., the onset of convection, 
the relation between Nusselt number and Rayleigh number, the geometric shape of 
the rolls, and the decreasing exponent of RaH as Ran increases. The convective flow 
structure emerges as the result of a process of geometric optimization of heat flow 
path, in which diffusion is assigned to length scales smaller than the smallest macro­
scopic flow element (elemental system). The implications of this test of constructal 
theory are discussed in the context of the wider search for a physics law of geometric 
form generation in natural flow systems. 

1 Objective 
It was shown in a recent paper that by geometrically minimiz­

ing the thermal resistance between one point and a finite-size 
volume (an infinity of points), it is possible to predict a most 
common natural shape that previously was considered nondeter-
ministic: the tree (Bejan, 1997a). Tree network patterns abound 
in nature, in both animate and inanimate systems (e.g., botanical 
trees, river basins, lungs, vascularized tissues, lightning, neural 
dendrites, dendritic crystals). The key to solving this famous 
problem was the optimization of the shape of each finite-size 
element of the flow volume, such that the flow resistance of the 
element is minimal. The optimal structure of the flow—the tree 
network—was then constructed by putting together the shape-
optimized building blocks. This geometric optimization method 
was named "constructal theory." 

The deterministic power of constructal theory is an invitation 
to new theoretical work on natural flow structures that have 
evaded determinism in the past. This paper is about one such 
flow: convection in a fluid layer heated from below. We shall 
examine this problem in two settings (two fields, really): pure 
single-phase fluid (Benard convection), and porous layer satu­
rated with single-phase fluid. 

The constructal approach employed in this paper is based on 
the view that a naturally occurring flow—its geometric struc­
ture—is the end result of a process of internal geometric optimi­
zation, i.e., self-organization. According to the theory, the ob­
jective of this process is to construct an assembly of paths of 
minimal resistance for the current that must flow through the 
system. Natural convection in heating from below is the testing 
ground chosen for the theory. We show that macroscopic shape 
and structure can be predicted based on the geometric minimiza­
tion of thermal resistance. In other words, we show that the 
constructal approach is deterministic with respect to the very 
existence of organized fluid motion (streams). 

The reason for using Benard convection as a test case for 
constructal theory is that this type of organized heat transfer is 
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1997; revision received February 17, 1998. Keywords: Natural Convection, Porous 
Media, Thermodynamics and Second Law. Associate Technical Editor: Y. Jaluria. 

very well known. An added reason is to renew interest in a 
piece of classical work that, from today's point of view, looks 
even more important. The maximization of heat transfer rate 
(or Nusselt number) in Benard convection was a hypothesis 
introduced by Malkus (1954) and used in several studies of 
convection in pure fluids and fluid-saturated porous media. It 
was related by Glansdorff and Prigogine (1971) to a principle of 
entropy generation minimization subject to imposed boundary 
conditions. In the present study we develop the connection be­
tween conductance maximization and the optimization of geo­
metric shape of a single, finite-size flow element. In this way 
we recognize the importance of Malkus' hypothesis and entropy 
generation minimization principle as part of a more direct and 
transparent theory of geometrical shape and pattern formation 
in nature. Constructal theory brings many of the advances made 
by others in the past under the same deterministic umbrella. 
We comment on this aspect further in section 4. 

The present extension of constructal theory is very timely 
because a large segment of the physics and biology communities 
works on identifying the single physics principle that controls 
geometric form in natural systems, both animate and inanimate. 
This challenge was summarized by Kadanoff (1986) in his 
critique of the proliferation of computer simulations (fractal 
algorithms) of naturally occurring structures. Kadanoff wrote 
that ' 'further progress depends upon establishing a more sub­
stantial theoretical base in which geometrical form is deduced 
from the mechanisms that produce it." The constructal (geo­
metric optimization) principle invoked in this paper answers 
this challenge, and shows that geometric form can indeed be 
deduced. 

2 Single-Phase Natural Convection 
The geometric optimization of the flow pattern can be demon­

strated in single-phase convection. We limit this discussion to 
two-dimensional geometries without a free surface, first, heated 
from below, and, later, heated from the side (Section 2.2). 
Our objective is not to refine the mathematical models used by 
previous researchers; rather it is to demonstrate self-organiza­
tion as a geometric optimization process, and for this we rely 
on the simplest and most transparent approach. 
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2.1 Establishment of Organized Motion (Streams) in 
Heating From Below. Why should a disorganized motion and 
heat transfer mechanism (chaotic, molecular thermal diffusion) 
change abruptly such that the disorganized entities ride together, 
in a macroscopic motion visible as streams? Why should shape-
lessness (diffusion) coexist with shape and structure (streams)? 

Consider the single-phase fluid layer shown in Fig. 1, which 
is characterized by the thickness H and the bottom excess tem­
perature AT — Th — Tc. In line with the access-optimization 
principle of constructal theory, we search for the fastest (most 
direct) route for heat transfer across the fluid layer. To start 
with, the classical solution for time-dependent thermal diffusion 
near a wall with a sudden jump in temperature (AT) is 

r - TC 

AT 
= erfc 

2(at)x (1) 

where Tc is the far-field temperature in the fluid. The effect of 
the temperature jump is felt to the distance 

2{atY 
1 (2) 

which represents the knee in the temperature profile indicated 
by Eq. (1). The time needed by this heating effect to travel by 
thermal diffusion the distance H is 

Ml 
4a 

(3) 

The time t0 corresponds to the heating of the entire layer (y ~ 
H). The factor 4 in the denominator arises from the geometry 
(shape) of the time-dependent temperature profile in Eq. (1). 

Pure conduction continues to be the preferred heat transfer 
mechanism, and the fluid layer remains macroscopically mo­
tionless as long as H is small enough that t0 is the shortest time 
to transport heat across the layer. The alternative to conduction 
is convection, or the channeling of energy transport on the back 
of fluid streams, which act as conveyor belts (rolls, Fig. 1, right 
side). The question is whether the convection time (?i) around 
the convection cell is shorter than t0. The convection time is t, ~ 
4Hlv, where v is the vertical velocity of the fluid (the peripheral 
velocity of the roll). 

To evaluate the v and tx scales, we rely on scale analysis. 
First, we note that the effective diameter of each roll is of order 
H, but smaller; for example, H/2. When the roll turns, an excess 
temperature of order ATI2 is created between the moving 
stream and the average temperature of the fluid layer. This 
excess temperature induces buoyancy (modified gravitational 
acceleration) of order g ft AT/2. The total buoyancy force that 
drives the roll is of order (g/3AT/2)p(H/2)2. When the Prandtl 
number is of order 1 or greater, the driving force is balanced 
by the viscous shearing force TH/2, where the shear stress scale 
is T ~ fjv/(H/4). The force balance buoyancy ~ friction yields 
the velocity scale v ~ g f3 ATH21 (\6v) and the corresponding 
convection time scale 

64i/ 
gpATH 

(4) 

To see the emergence of an opportunity to optimize the geo­
metric features of the flow pattern, imagine that H increases. 
As the system grows, the thermal diffusion time ta increases in 
accelerated fashion, Eq. (3) , whereas the convection time t\ (a 
property of the H system, even if quiescent) decreases monoton-
ically [Eq. (4) ] . Setting tx S t0 and using Eqs. (3) and (4), 
we find that the first streams occur when RaH = 256 ~ 0 ( 102), 
where RaH = g0ATH*/(av) is the Rayleigh number. 

The exact solution for this critical condition is RaH = 1708; 
in other words, RaH = O(103). The factor of 6.7 error in the 
result of scale analysis is understandable (and unimportant) 
because it can be attributed to the imprecise geometric ratios 
(factors of order one) introduced along the argument made in 
Eq. (4). A more exact estimate can be achieved in an analysis 
that better reflects the scales of the flow, as we demonstrate in 
section 2.3.3: see feature (i).What is important is that the pre­
dicted critical RaH is a constant considerably greater than 1. 
This constant is a conglomerate of all the geometric ratios of 
the roll-between-plates configuration. Had we neglected the ge­
ometric reality of how the rolls fit, or the geometric fact that 4 
belongs in the denominator of Eq. (3) , we would have obtained 
only RaH ~ 1, i.e., the correct dimensionless group but not the 

Nomenclature 

Cp 

f 

8 
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H 
k 
K 
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Lr 

m' 
Nu; 
q' 

q»-
RaH 

= specific heat at constant pressure, 
J /kgK 

= function; dimensionless factor, Eq. 
(14) 

= gravitational acceleration, m/s2 

= heat transfer coefficient, W/m2K 
= height, m 
= thermal conductivity, W/m K 
= permeability, m2 

= length, m; horizontal dimension, m 
= horizontal dimension, m 
= mass flow rate, kg/s m 
= Nusselt number 
= heat transfer rate per unit length, 

W/m 
= heat flux, W/m2 

=Rayleigh number 
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t = 

T = 
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U, V • 
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a •• 

P-
<5 = 

AT-
0 = 
M : 

v •• 

P : 

r = 

porous medium Rayleigh number 
time, s 
temperature, K 
temperature outside the boundary 
layer, K 
velocity components, m/s 
Cartesian coordinates, m 
thermal diffusivity, m2/s 
volume expansivity, K~' 
thickness, m 
temperature difference, K 
temperature difference, K 
viscosity, kg/m3 

kinematic viscosity, m2/s 
density, kg/m3 

shear stress, N/m2 

Subscripts 
b = bulk 
c = cold 
/ = fluid in porous medium 
h = hot 

H = height 
in = inlet 
L = horizontal dimension 
m = porous medium 

max = maximum 
opt = optimum 
out = outlet 

t = transverse 
(_) = average 

0 = diffusion regime 
1 = stream regime 
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Fig. 2 The optimization of roll shape and the maximization of overall 
thermal conductance in a cellular vertical fluid layer heated from the side 
(Bejan, 1980) 

fact that the critical RaH is a geometric (structural) constant. 
All the transition (critical) numbers of fluid mechanics are con­
stants that reflect the geometry (shape) of the elemental sys­
tem—the first roll, or the first eddy. 

When convection occurs, there are two heat transfer mecha­
nisms, not one. Each roll characterized by t0 ~ tx is an "elemen­
tal system" in the sense of constructal theory (Bejan, 1997a, 
b). The equipartition of time t0 ~ t\ is the analog of the equipar-
tition of temperature drop across an optimized element of the 
heat-generating volume of constructal theory. Conduction, or 
thermal diffusion, is present and does its job at every point 
inside the elemental volume H X 2L, shown in Fig. 1. Superim­
posed on this volumetric heat flow is an optimal pattern of 
convection "streets" that channel the imposed heat current 
faster across H. 

The usual terminology for "faster" in the field of heat trans­
fer is to say that the onset of convection is followed by an 
increase in the overall Nusselt number NuH = cf'HIkAT. In the 
present discussion of heating from below, we have been fixing 
the heat current. If we fix the uniform heat flux q" in Benard 
convection, we see once again that the optimization of the heat 
flow pattern at the elemental level leads to a smaller overall 
AT, and thus a larger NuH (Fig. 1). We comment on this aspect 
further in section 4. 

The geometric minimization of the temperature difference 
across H continues to manifest itself as H (or RaH) increases, 
as convection becomes more intense. In this case, geometric 
optimization means the selection of the number of rolls that fill 
a layer of horizontal dimension L (Fig. 1), or the selection of 
the roll aspect ratio H X Lr. This principle is known as the 
Malkus hypothesis, and was proposed heuristically in the usual 
context of maximizing q" when AT is imposed (Malkus, 1954). 

2.2 Cellular Fluid Space Heated From the Side. An 
illustration of the minimization of thermal resistance through 
the optimization of the shape of each roll is provided by the 
man-made configuration shown in Fig. 2 (Bejan, 1980). The 
fluid layer is heated from the side (AT = Th - Tc), and its 
thickness—the horizontal dimension—is fixed. The ensuing 
flow is segmented into rolls by inserting horizontal partitions, 
which are impermeable and adiabatic. The partitions are equi­
distant, but their vertical spacing H may vary. 

Figure 2 shows what happens to the overall thermal conduc­
tance [Nu = q'l(kATIL)] of the L layer when the shape of 
each roll {H/L) varies. These changes occur at constant L, 
which means a constant Rayleigh number based on L, RaL = 
g/3ATL3/(av). The thermal conductance reaches a maximum 
when each roll has a certain, intermediate shape (not too tall, 
not too shallow). The evidence that supports the maxima exhib­
ited in Fig. 2 is strong and comes from seven independent 
studies, which are indicated on the figure. The optimal roll 
shape becomes more slender as the convection becomes more 
intense (i.e., as RaL increases). 

The analogy between the geometric optimization of seg­
mented vertical layers (Fig. 2) and the geometric maximization 
of thermal conductance in layers heated from below (Fig. 1) 
was not noted until now. An analogous geometric principle 
governs the maximization of thermal conductance across a cel­
lular vertical layer filled with a fluid-saturated porous medium 
(Bejan, 1980). 

2.3 Optimization of Flow Structure in Heating From 
Below. The flow geometry resulting from the optimization 
process in the man-made system of Fig. 2 shows the way to a 
pure and very simple theory of convection in a fluid layer heated 
from below (Fig. 1). The key is to regard the natural flow 
pattern as the result of an "engineering process" in which many 
flow patterns are evaluated until the flow with minimal thermal 
resistance is identified. We can describe this process analytically 
by intersecting the two asymptotes of the geometric configura­
tion: many cells versus few cells. This method has been used 
with consistently good results in the geometric optimization of 
cooling arrangements for electronics, as shown in a recent re­
view (Bejan, 1996). 

2.3.1 The Many Cells Limit. All the physical parameters 
of the system of Fig. 1 are fixed except for Lr, or the number 
of cells. For simplicity, we assume that the flow is two dimen­
sional; however, a three-dimensional flow can be optimized by 
using the same method. Because we are free to vary L,., we can 
imagine the "many cells" limit shown in Fig. 3. Each cell is 
a very slender counterflow, which has the important property 
that it can sustain a longitudinal (i.e., vertical) temperature 
gradient of the same order as the imposed gradient ATIH. This 
property of slender counterflows is well known: The longitudi­
nal gradient occurs because one branch of the counterflow loses 
heat to (or gains heat from) the other branch. 

We are interested in more than just the orders of magnitude 
of the flow variables: As we showed in Section 2, we want to 
compare quantitatively the results of geometric optimization 
with the observed features of natural flows. This is why in 
addition to using scale analysis we assume a reasonable shape 
for the laminar temperature profile. If the temperature profile is 
parabolic across each branch (Fig. 3), and if the maximum 
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Fig. 3 The geometry of flow of Fig. 1 in the "many cells" limit 
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Fig. 4 The intersection of the many cells and the few cells asymptotes, 
and the optimal cell thickness 

temperature difference across one branch is AT,/2, then the 
average temperature difference between the two branches is 
§AT,. 

The mass flow rate of one branch, m', can be estimated by 
writing the momentum equation for fully developed flow in the 
upflowing branch (e.g., Bejan, 1995, pp. 186-187): 

dx2 • 9 V *• up * down / (5) 

In this equation Tup and rdow„ are the average temperatures of 
the upflowing and downflowing branches. Noting that (Tup -
Tdown) = f AT, and integrating Eq. (5) subject to the conditions 
of no-slip at x = 0 and zero-shear at x = Lr, we obtain v(x) 
and the mass flow rate as 

. 2pg/3LiiAT, 

9u 
(6) 

The enthalpy lost by the upflowing branch is m'cP{Tin - Tont), 
where Tin and Toul are the "start" and "finish" bulk tempera­
tures of the branch. The right side of Fig. 3 shows that Tm -
Tout = AT - AT,. This enthalpy loss is being conducted horizon­
tally to the downflowing branch. The horizontal temperature 
gradient across the interface between the two branches (x = 0; 
dashed line in Fig. 3) is 2(jAT,/L r), where the leading factor 
of 2 is the mark of the assumed parabolic temperature profile. 
Finally, the first law of thermodynamics written for the upflow­
ing branch as a flow system of size H X Lr is 

AT 
mcP(AT- AT,) = M—- (7) 

Combining Eqs. (6) and (7) , we find the relation between 
the transversal temperature difference AT, and the difference 
imposed vertically (AT) : 

AT, 

AT 
1 -

2RaH 
(8) 

Another property of the counterflow is that it convects energy 
longitudinally (upward) at the rate rh'cP{T^tb - TiomJ>). The 
present analysis is sufficiently approximate so that we may 
replace the bulk temperature difference with the mean tempera­
ture difference § AT,. The counterflow carries this energy current 
upward through a space of thickness 2Lr. Consequently, the 
average heat flux removed by the counterflow from the bottom 
wall is 

1 
m'cP(2/3)AT, 

2Lr 

or, after using Eqs. ( 6 ) - ( 8 ) , 

2kg PL* 
q 27ai/ 

(AT) 2 1 -
2RaH \Lr 

H 

(9) 

(10) 

flux decreases approximately as L2 as Lr • 
become more numerous. 

0, i.e., as the cells 

2.3.2 The Few Cells Limit. Consider now the opposite 
limit where the flow is spread out, by design, using a small 
number of upflows and downflows. This limit is illustrated in 
Fig. 5. Each vertical flow is a plume formed over a long portion 
of horizontal wall of length L = 4 L,. The thermal resistance 
is due to the horizontal boundary layers that line each section of 
length 2Lr. Although it is possible to obtain a purely theoretical 
estimate for the heat transfer rate across such a boundary layer, 
by using boundary layer theory, in this section we rely on the 
most accurate estimate, which is derived from an experimental 
correlation. 

We begin with the observation that the plume rises or sinks in 
a quiescent and thermally stratified fluid of average temperature 
difference AT/2. This means that the effective temperature dif­
ference between the horizontal base of each plume and the fluid 
reservoir that surrounds it is 0 = AT/2. The average heat flux 
removed by the plume is known from direct measurements (e.g., 
Lloyd and Moran, 1974): 

^ = 0.54 Ra['e
4 

6k 
( I D 

where RaL.e is the Rayleigh number based on L and 6, and 
RaL,s < 107. Note that according to Eq. (11), the heat flux is 
independent of the vertical dimension of the system, H. Ex­
pressed in terms of Lr and AT, the correlation (11) reads as 

q" = 0.161 
fcAT 

H 
Rail4 (12) 

In conclusion, when the horizontal surfaces are covered 
sparsely with isolated plumes, the wall-averaged heat flux de­
creases monotonically as the spacing Lr increases. This asymp­
totic trend has been added to Fig. 4 to show that a flow geometry 
with maximal heat flux exists. 

2.3.3 The Intersection of the Asymptotes. The optimal 
flow structure (Lr) can be located by intersecting the asymptotes 
(10) and (12). Eliminating q" between Eqs. (10) and (12), 
we obtain 

Ra{T 
H 

1 -
2RaH \L r,opt/ 

1.41 (13) 

It is convenient to define the dimensionless factor / as 

/ = Lr,op' (14) 

such that Eq. (13) provides implicitly the function/(RaH): 

/ * - 1.474/23'8 = | Ra{/3 (15) 

Equations (14) and (15) pinpoint the optimal value of the 

« 1 
T Th = Tc+AT 

This result has been sketched qualitatively in Fig. 4: The heat Fig. 5 The geometry of the flow of Fig. 1 in the "few cells" limit 

360 / Vol. 120, MAY 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10z 

Nu 

10 r 

10" 10° 10s 

Ran 

Fig. 6 The heat transfer characteristics of the cellular flow of Fig. 1, 
after its L, dimension has been optimized 

flow slenderness ratio Lrm/H as a function of RaH. The maxi­
mum heat flux that corresponds to this geometry is obtained by 
substituting Lr = Lr,opl into Eq. (10) or Eq. (12): 

Nu, 0.161/"""Raj/3 (16) 

The inequality sign is a reminder that the actual peak of the 
<7max (Lr) curve is situated under the intersection of the two 
asymptotes (Fig. 4) . Electronics cooling applications of the 
intersection-of-asymptotes method have shown that the inequal­
ity sign accounts for a factor of approximately 5 between the 
height of the point of intersection and the peak of the actual 
curve. Finally, at the optimum, Eq. (8) reads 

AT 
= 1.47/" (17) 

Figure 6 shows the main features of the optimal geometry 
derived based on this simple analysis. The plotted Numllx curve 
is based on Eq. (16) with the equal sign, which means that the 
actual Numox should be lower, by a factor of order 112. Several 
features of this solution are worth noting: 

(a) The Numax (RaH) curve comes close to the experimental 
data, e.g., the P, ~ 1 range of the correlation due to Globe and 
Dropkin (1959). If the expected factor of order 1/2 is applied, 
then the Numnx curve falls right on top of Globe and Dropkin's 
correlation, which is shown with dashed line in Fig. 6 (top). 
At the same point, LrmIH s 0.35, which agrees with the linear 
stability solution L rop t/// ~ 0.5. 

(b) The Numax(RaH) curve cuts the Numllx = 1 line at an 
RaH = 526, which is a value of O(103) . In other words, the 
predicted transition between pure diffusion and stream flow is in 
agreement with the time minimization (or access maximization) 

argument of Section 2.1. This improved estimate of the critical 
RaH for the onset of convection validates the comments made 
in the second paragraph under Eq. (4). 

(c) The Nu,mx (RaH) curve is described approximately by 
Numax ~ Ra'A, where the exponent n decreases from 0.333 to 
0.313 as RaH increases. Over most of the RaH range of Fig. 6, 
the n value is close to 0.313 as the /factor approaches 1.033 
RaH12. This Numax (RaH) behavior also agrees with observa­
tions. The minor and gradual decrease of the RaH exponent is 
well known, and is one of the points of controversy in the field 
of Benard convection (e.g., Yang and Lloyd, 1982). In this 
section we predicted this trend analytically. 

(d) The transversal temperature difference between the ver­
tical branches of the roll (AT,) decreases as RaH increases, 
i.e., as convection intensifies. Although this trend may seem 
counterintuitive, it is explained by the fact that the rolls become 
more slender as RaH increases. In this limit the vertical streams 
find themselves in a more intimate thermal contact. 

(e) The optimized slenderness ratio is given by L,,opt = H 
/ R a H " \ and approaches Lr,opt s 1.033 H RaH"4 as RaH in­
creases, i.e., when / s 1.033 Ran12. 

3 Fluid-Saturated Porous Layer Heated From Below 

There is an analogy between the geometric optimization of 
flow structure in a space filled with fluid and the optimization 
of structure in a space filled with a porous medium saturated 
with fluid. In this section we illustrate the determinism that 
results from geometrically minimizing the thermal resistance 
across a fluid-saturated porous layer. For brevity, we rely once 
more on Figs. 1 and 3-5 , and list only the analytical highlights 
that differ from those of section 2.3. One difference is that in this 
section the two asymptotes of the flow geometry are described in 
exact analytical terms. 

Assume that the system of Fig. 1 is a porous layer saturated 
with fluid, and that, if present, the flow is two dimensional and 
in the Darcy regime. The height H is fixed, and the horizontal 
dimensions of the layer are infinite in both directions. The fluid 
has nearly constant properties such that its density-temperature 
relation is described well by the Boussinesq linearization. The 
volume-averaged equations that govern the conservation of 
mass, momentum, and energy are (e.g., Nield and Bejan, 1992) 

(18) 

(19) 

(20) 

where T, u, and v are the volume-averaged temperature and 
velocity components, and K, g, (3, and u are the permeability 
constant, gravitational acceleration, coefficient of volumetric 
thermal expansion, and kinematic viscosity. The thermal diffu-
sivity a,„ = k„,l(p cP)f is based on the thermal conductivity of 
the porous matrix saturated with fluid (k,„) and the heat capacity 
of the fluid alone, (p cP)f. The horizontal length scale of the 
flow pattern (2L r), or the geometric aspect ratio of one roll, is 
unknown. 

In the limit Lr -» 0 each roll is a very slender vertical count-
erflow, Fig. 3. Because of symmetry, the outer planes of this 
structure (x — ± Lr) are adiabatic: They represent the center 
planes of the streams that travel over the distance H. The scale 
analysis of the H X (2Lr) region indicates that in the L,IH -> 
0 limit the horizontal velocity u vanishes. This scale analysis 
is not shown because it is well known as the defining statement 
of fully developed flow (e.g., Bejan, 1995, p. 97). Equations 
(18 ) - (20 ) reduce to 

du 

Tx + 
dv 

dy 
= 0 

du dv KgfSdT 

dy dx v dx 

dT 

dx 
+ v 

dT 

dy' 
a,„ 

I d2T d2T 

V dx2 + dy2 
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Fig. 7 The geometric maximization of the thermal conductance of a 
fluid-saturated porous layer heated from below 

dv _ 

dx 

dT 

dy 

KgpdT 

v dx 

d2T 

(21) 

(22) 

which can be solved exactly for v and T. The boundary condi­
tions are dTldx = 0 at x = ± Lr, and the requirement that the 
extreme (corner) temperatures of the counterflow region are 
dictated by the top and bottom walls, T( — Lr, H) — Tc and 
T(Lr, 0) = Th. The solution is 

v(x) = — 
2H 

R a p -
TTH_ 

2Lr 
sin 2Lr 

(23) 

T(x, Y) = — v(x) + — ( 2 •^ 
Kg/3 Kg/3 \ H 

2H 
Ra„ 

2Lr) 
+ (Th-Tc)[ 1 -

H 
(24) 

As Lr increases, the number of rolls decreases and the vertical 
counterflow is replaced by a horizontal counterflow in which 
the thermal resistance between Th and Tc is dominated by two 
horizontal boundary layers, Fig. 5. Let 6 be the scale of the 
thickness of the horizontal boundary layer. The thermal conduc­
tance q"/ATcm be deduced from the heat transfer solution for 
natural convection boundary layer flow over a hot isothermal 
horizontal surface facing upward, or a cold surface facing down­
ward. The similarity solution for the horizontal surface with 
power-law temperature variation (Cheng and Chang, 1976) can 
be used to develop an analytical result, as we show at the end 
of this section. 

A simpler analytical solution can be developed in a few steps 
using the integral method. Consider the slender flow region 6 
X (2Lr), where 8 < 2Lr, and integrate Eqs. (18 ) - (20 ) from 
y = 0 to y -* oo, i.e., into the region just above the boundary 
layer. The surface temperature is Th, and the temperature outside 
the boundary layer is T*. (constant). The origin x — 0 is set at 
the tip of the wall section of length 2L,.. The integrals of Eqs. 
(18) and (20) yield 

dx Jo 
r->* - -«„ (%l (29) 

The integral of Eq. (19), in which we neglect dv/dx (cf. bound­
ary layer theory), leads to 

«o(x) 
Kg/3 d 

v dx [ Tdy (30) 

where ua is the velocity along the surface, uB = u(x, 0) . Reason­
able shapes for the u and T profiles are the exponentials 

u(x, y) 

u0(x) exp 
y 

S(x) 

T(x, y) 

T„ 
(31) 

where the porous-medium Rayleigh number Rap = Kg/3H(Th 

- Tc)l(amv) is a specified constant. The right side of Fig. 3 
shows the temperature distribution along the vertical boundaries 
of the flow region (x = ± Lr): The vertical temperature gradient 
dTldy is independent of altitude. The transversal (horizontal) 
temperature difference (AT,) is also a constant, 

AT, = T(x = U) - T(x = -Lr) 
. 2 " 

Kgfd H L 
Ra„ 

irHV 

2Lr) 
(25) 

The counterflow convects heat upward at the rate q', which 
can be calculated using Eqs. (23) and (24): 

q' = I (pcp)fVTdx (26) 

The average heat flux convected in the vertical direction is q 
= q'/2Lr, hence the thermal conductance expression 

'itH^2 

AT 8flRan 
Ra„ 

l-Y 
2L,. 

(27) 

This result is valid provided the vertical temperature gradient 
does not exceed the externally imposed gradient, (-dTldy) < 
ATIH. This condition translates into 

^ > - Rap-"2 

H 2 p (28) 

which in combination with the assumed limit Lr/H -> 0 means 
that the domain of validity of Eq. (27) is wide when Rap is 
large. In this domain the thermal conductance q"l AT decreases 
monotonically as Lr decreases, cf. Fig. 7. 

which transform Eqs. (29) and (30) into 

d 2am 
— (u06) = — 
dx o 

Kg/3 
(Th T,)f 

dx 

(32) 

(33) 

These equations can be solved for ua(x) and 6(x). Necessary 
in heat transfer calculations is the thickness 

6(x) = 
9a„,v 

Kg/3(Th - r . ) 
(34) 

The corresponding solution for uQ(x) is of the type u0 ~ x~tn, 
which means that the horizontal velocities are large at the start 
of the boundary layer, and decrease as x increases. This is 
consistent with the geometry of the H X 2Lr roll sketched in 
Fig. 5, where the flow generated by one horizontal boundary 
layer turns the corner and flows vertically as a relatively narrow 
plume (narrow relative to 2Lr), to start with high velocity (ua) 
a new boundary layer along the opposite horizontal wall. 

The thermal resistance of the geometry of Fig. 5 is determined 
by estimating the local heat flux km(Th — Tm)/6(x) and averag­
ing it over the total length 2Lr: 

k„,AT / T, 

H AT 
Ra{.,: (35) 

The symmetry of the sandwich of boundary layers requires 
Th - Ta = \AT, such that 
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AT AH 
Rai (36) 

To check the goodness of this result we used the similarity 
solution for a hot horizontal surface that faces upward in a 
porous medium and has an excess temperature that increases 
as xk (Cheng and Chang, 1976). The only difference is that the 
role that was played by (Th - T„) in the preceding analysis is 
now played by the excess temperature averaged over the surface 
length 2Lr. If we use \ = 1/2, which corresponds to uniform 
heat flux, then it can be shown that the Cheng and Chang (1976) 
solution leads to the same formula as Eq. (36) except that the 
factor 3 " 3 = 1.442 is replaced by 0.816(3/2)4 '3 = 1.401. The 
difference between the results of the two methods is only 3 
percent. 

Equation (36) is valid when the specified Rap is such that 
the horizontal boundary layers do not touch. We write this 
geometric condition as 6(x = 2Lr) < \H and, using Eq. (34), 
we obtain 

H 24 
Ra (37) 

Since in this analysis L,JH was assumed to be very large, we 
conclude that the LrIH domain in which Eq. (36) is valid be­
comes wider as the specified RaH increases. The important fea­
ture of Eq. (36) is that in the "few rolls" limit the thermal 
conductance decreases as the horizontal dimension Lr increases. 
This second asymptotic trend has been added to Fig. 7. 

Figure 7 presents a bird's-eye view of the effect of flow shape 
on thermal conductance. Even though we did not completely 
draw q"I AT as a function of Lr, the two asymptotes tell us that 
the thermal conductance is maximum at an optimal Lr value 
that is close to their intersection. There is a family of such 
curves, one curve for each Rap. The q"l AT peak of the curve 
rises, and the L, domain of validity around the peak becomes 
wider as Rap increases. Looking in the direction of small Rap 

values we see that the domain vanishes (and the cellular flow 
disappears) when the following requirement is violated: 

— # R a p ' 2 - - t f R a p ' 
24 p 2 p 

> 0 (38) 

This inequality means that the flow exists when Rap > 12ir = 
37.7. This conclusion agrees very well with the stability crite­
rion for the onset of two-dimensional convection, Rap > 4ir2 

= 39.5 . 
The optimal shape of the flow, 2L,.opt///, is obtained by inter­

secting the asymptotes (27) and (36): 

H 

** i-'rfipt 
Ra" + 25/631 — Rap-' 21 

1 (39) 

Over most of the Rap domain (38), Eq. (39) is approximated 
well by its high-Rap asymptote: 

H 
= 7rRao (40) 

The maximum thermal conductance is obtained by substituting 
the Lr,opt value of Eq. (39) in either Eq. (36) or Eq. (27). This 
estimate is an upper bound, as explained under Eq. (16). In the 
high-Rap limit (40) this upper-bound assumes the analytical 
form 

H 

AT/mllx % 2 
— Ra2' 

4/3„2/3 * "P 
(41) 

Toward lower Rap values the slope of the {q"lAT)m„% curve 
increases such that the exponent of Ra,, approaches 1. This 

behavior is an excellent agreement with the large volume of 
experimental data collected for Benard convection in saturated 
porous media (e.g., Cheng, 1978). The "less than 1" exponent 
of Rap in the empirical Nu(Rap) curve, and the fact that this 
exponent decreases as Rap increases has attracted considerable 
attention from theoreticians during the last two decades (e.g., 
Cheng, 1978; Nield and Bejan, 1992). Equation (41) is the first 
instance in which this behavior is predicted theoretically, i.e., 
in purely deterministic fashion. 

4 Geometric Form in Natural Flow Systems 

In this paper we showed that if we start from the basic idea 
of constructal theory—the optimization of access to flow by 
optimizing the internal geometry of finite-size systems—it is 
possible to anticipate the structural features of fluid systems 
heated from below. We demonstrated these deterministic steps 
for two classes of fluid system: fluid layers, and porous layers 
saturated with fluid. 

The occurrence of the first sign of organized motion (stream, 
roll, cell) has been connected theoretically to the shape changes 
(multiplication of rolls) that are observed at higher heat fluxes. 
The same theoretical viewpoint explains why organized motion 
(rolls) must always coexist with disorganized motion (diffu­
sion), such that the latter is assigned to cover length scales 
smaller than the smallest roll. 

The geometric optimization of access for internal currents— 
the minimization of resistance in the present paper—is a more 
general statement than the optimization principles invoked in 
the past. If resistance minimization means that we fix the heat 
current and minimize the overall temperature difference, then 
it also means that we minimize the total entropy generation 
rate, and that we recover Prigogine's principle. On the other 
hand, if we regard the temperature difference as fixed and max­
imize the heat current, we achieve entropy generation maximiza­
tion, not minimization. The point is that, contrary to Prigogine's 
approach, thermodynamics is not needed in order to achieve 
access optimization through geometric (shape) optimization. 
Thermodynamics is not needed because access optimization is 
a separate, self-standing law that accounts for the generation of 
macroscopic form in natural flow systems. 

Prigogine is only one in a growing series of theoreticians who 
suspect that a new and very powerful law rules the formation of 
geometric form in nature. Kadanoff is another. Our geometric 
optimization approach is related even more closely to the much 
older argument used by biologists to explain the nearly round 
cross sections of blood vessels and bronchial passages. The 
billions of such cross sections, just like the billions of tree 
networks and billions of river cross sections (whose depth is 
universally proportional to the width; Bejan, 1997b), support 
the geometric optimization of flow access principle. Presently, 
there is no law in our physics books to account for these obser­
vations. This is why we need to hear and test new theories. We 
need to continue to extend our physics over currently unex­
plained phenomena. 

In this paper we analyzed a system with fixed size and im­
posed throughflow, and proceeded to minimize global resistance 
through the creation and optimization of internal geometric 
form. If, on the other hand, the system is isolated and in an 
initial state of internal nonuniformity (nonequilibrium), then 
the constructal optimization of flow access is equivalent to the 
minimization of the time of approach to uniformity (equilib­
rium, zero internal flow). If the volume is unbounded, the con­
structs of internal streams compound themselves and continue 
to spread in space indefinitely. Their complexity continues to 
increase in time. 

The major feature of this work is that it was carried out 
purely theoretically, i.e., without any trace of empiricism. This 
is also true about the first paper on constructal theory (Bejan, 
1997a), where every geometric feature was a result of resistance 
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minimization. Even dichotomy (bifurcation, or pairing) was 
deduced, as a result of geometric optimization. This also leads 
to a somewhat different perspective on "stability," which now 
emerges as the need of a system to organize itself in order to 
optimize its geometry. At the same time, "chaos" is the inabil­
ity of a flow system to find a stationary optimal configuration 
i.e., the continual, dynamic search for a configuration that does 
not exist. 

The conclusion that follows logically from this paper and 
other tests of constructal theory is this: Nature exhibits geomet­
ric form everywhere (trees, round and river cross sections, ed­
dies), in both animate and inanimate flow systems. If a single 
theory accounts for the occurrence of geometric form in flow 
systems, then that theory unites the physical and biological 
fields recognized by scientists. 
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Steady-State Subcooled 
Nucleate Boiling on a 
Downward-Facing 
Hemispherical Surface 
Steady-state nucleate boiling heat transfer experiments in saturated and subcooled 
water were conducted. The heating surface was a 0.305 m hemispherical aluminum 
vessel heated from the inside with water boiling on the outside. It was found that 
subcooling had very little effect on the nucleate boiling curve in the high heat flux 
regime where latent heat transport dominated. On the other hand, a relatively large 
effect of subcooling was observed in the low-heat-flux regime where sensible heat 
transport was important. Photographic records of the boiling phenomenon and the 
bubble dynamics indicated that in the high-heat-flux regime, boiling in the bottom 
center region of the vessel was cyclic in nature with a liquid heating phase, a bubble 
nucleation and growth phase, a bubble coalescence phase, and a large vapor mass 
ejection phase. At the same heat flux level, the size of the vapor masses was found 
to decrease from the bottom center toward the upper edge of the vessel, which was 
consistent with the increase observed in the critical heat flux in the flow direction 
along the curved heating surface. 

Introduction 

Steady-state nucleate pool boiling heat transfer on curved 
heating surfaces has received considerable attention owing to 
its relevance in the thermal management of cryogenic fluids, 
cooling of high-power-density electronic devices, handling of 
hazardous liquid chemicals containers during a fire, and external 
passive heat removal from a core melt in the lower head of an 
advanced light water reactor. In the latter case, the decay heat 
generated in the core melt is removed by boiling of water on the 
outer surface of the reactor lower head. Owing to the downward-
facing orientation of the heating surface, the vapor dynamics 
and the two-phase liquid/vapor motions resulting from the boil­
ing process can be radically different from those observed dur­
ing pool boiling on upward-facing surfaces. 

Experimental studies dealing with boiling on the outside of 
curved and downward-facing surfaces have been performed by 
many researchers, including Thibault and Hoffman (1978), 
Hwalek (1982), Subramanian and Witte (1987), Dix and 
Orozco (1990), Chu et al. (1994), Cheung et al. (1994), and 
Haddad et al. (1995). Most of them employed the transient 
quenching method to determine the boiling curve. Spherical test 
sections were used by most of these authors except Thibault 
and Hoffman (1978), who used a cylindrical surface. Hwalek 
(1982), Dix and Orozco (1990), Cheung et al. (1994), and 
Haddad et al. (1995) all reported that the critical heat flux 
increased from the bottom center toward the equator of the 
spherical test section. The data of Thibault and Hoffman (1978) 
indicated that subcooling had essentially no effect on the nucle­
ate boiling curves at several locations on the outer surface of 
the cylinder. This was also supported by the findings of Dix 
and Orozco (1990) using a hollow sphere. Observations by Chu 
et al. (1994) of the boiling phenomenon on the external bottom 
center region of a downward-facing torispherical surface re-
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by the Heat Transfer Division August 16, 1996; revision received January 14, 
1998. Keywords: Boiling, Multiphase Flows, Phase-Change Phenomena. Associ­
ate Technical Editor: M. D. Kelleher. 

vealed information about the bubble dynamics. The CHF condi­
tion was characterized by a cyclic explosive vaporization. When 
the process entered the nucleate boiling regime, the explosions 
became far less reaching and less violent, but the phenomenon 
was still cyclic in nature. 

Besides the transient quenching method, the steady-state 
heating method has also been employed to study nucleate boil­
ing on downward facing curved surfaces. Most of the studies 
performed using this method [i.e., Haselden and Peters (1949), 
Lance and Myers (1958), Flynn etal. (1961), and Theofaneous 
et al. (1994)] used a cylindrical heating surface. Lance and 
Myers (1958) used cylinders with diameters of 50.8 and 31.75 
mm. They observed that the bubbles formed at the bottom of the 
tubes were larger than those formed on the sides. Theofaneous et 
al. (1994) performed a full-scale simulation of the flooding of 
a reactor lower head using a large two-dimensional cylindrical 
strip. They found that the critical heat flux increased from the 
bottom center toward the upper edge of the test section. Chu et 
al. (1995) performed steady-state heating experiments using a 
torispherical downward-facing surface with a crown radius of 
curvature of 3.35 m and a knuckle radius of 0.66 m for a 
large-scale simulation of a reactor lower head. Rhea and Nevins 
(1968) was the only study that used a spherical heating surface, 
with a diameter of 63.5 mm, to perform steady-state heating 
experiments. Unfortunately, they did not investigate the effect 
of subcooling on the nucleate boiling heat transfer, nor did they 
report the bubble dynamics on the heating surface. 

In the present study, an aluminum hemispherical vessel with 
a diameter of 0.305 m was used to conduct steady-state heating 
experiments in saturated and subcooled water. Nucleate boiling 
curves were deduced from temperature measurements at differ­
ent subcooling levels. The vapor dynamics around the bottom 
center was observed and investigated using a high-speed video 
system and a high-speed camera. 

Experimental Method 

Experimental Apparatus. The experimental setup em­
ployed in this study consisted of three major parts, i.e., a water 
tank with a reflux condenser unit, a heated hemispherical vessel, 
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Fig. 1 Front view of the water tank with the condenser 

and a data acquisition/photographic system. The tank and con­
denser assembly and the hemisphere are shown in Figs. 1 and 
2. The condenser was used during the experiment to help main­
tain a constant water level inside the tank. Thermal insulation 
was placed on the outside surface of the tank that was not 
occupied by the three viewing windows. This helped minimize 
the heat loss from the tank and allowed for better control of the 
water temperature during the experiment. Three thermocouples 
were inserted through the tank wall to allow for the monitoring 
of the ambient water temperature at different locations along 
the water column. 
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Fig. 2 Side view of the water tank and the test vessel 
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Dia=0.375" 

Fig. 3 Heaters placement in the inner and outer segments 

The hemispherical vessel employed in the experiment was 
made of aluminum and had a diameter of 12 in. (0.305 m). 
The vessel was divided into five segments that could be heated 
independently at prescribed power levels. Subminiature thermo­
couple probes with stainless steel sheathing were inserted 
through the interior surface of the vessel inside the walls of the 
segments. The hemisphere was attached to an aluminum pipe 
that was 12 in. (0.305 m) in diameter and 24 in. (0.610 m) in 
length. The other end of the pipe was fastened to the tank 
cover through a flange. This allowed for the hemisphere to 
be suspended vertically in the middle of the tank, which was 
necessary for videotaping and photographing the two-phase 
boundary layer through the large viewing windows. 

Figure 3 shows the heater's placement in the bottom center 
segment (i.e., the inner segment) and the segment adjacent to 
it (i.e., the outer segment). Along the circumference that sepa­
rated the inner and outer segments, there was a 3.18 mm air 
gap (i.e., groove) to minimize conduction heat transfer between 
the two segments. The holes for the cartridge heaters (31.8 mm 
long and 9.5 mm thick) were drilled and then re-aimed to pro­
vide a 0.025 mm fit. This was very important to assure good 
contact between the heaters and the aluminum test vessel. Be­
fore inserting them into the holes, the heaters were treated with 
a special coating Watlube to protect against high-temperature 
oxidation and to enhance the heat transfer between the heaters 
and the test segments. Each heater had a power rating of 480 
W when subjected to a voltage of 120 V. Two thermocouples 
were embedded in each segment specifically for monitoring the 
performance of the heaters. Five heaters were used in the inner 
segment and fifteen were used in the outer segment. This would 
allow heat flux levels of up to 1.2 MW/m2 to be achieved. 

It was very important to prevent the temperature of the vessel 
from exceeding the melting point of aluminum, which would 
happen if the heat flux were increased beyond the critical heat 
flux. In order to achieve this, a power control system, which 
consisted of the data acquisition system, constant DC power 
sources, and solid state relays, was used. Temperatures at vari­
ous locations inside the heated segments were continually moni­
tored and compared against a set point value using the data 
acquisition system. When one of the monitored temperatures 
exceeded the set point, all the digital I/O channels became open 
and the solid-state relays were not powered anymore. As a result 
the power supplies to all the segments were discontinued and 
the vessel was protected from melting associated with the occur­
rence of the local dryout on the heating surface. 

A Minolta X-370 camera with a 70-210 mm zoom was used 
for direct photographing of the two-phase boundary layer. The 
speed of the camera could be adjusted to a value as high as 
1000 frames/s. Videotaping of the two-phase boundary layer 
was achieved using a Kodak Ektapro high-speed video system 
consisting of a motion analyzer, an imager, a cassette condi-
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Fig. 4 Steady-state nucleate boiling data measured at the bottom center Fig. 5 Steady-state nucleate boiling data measured at an off-center 
of the vessel (0 = 0 deg) location of the vessel {9 = 18 deg) 

tioner, and a TV set. Different settings in the speeds of the 
camera and the video system were used to accommodate differ­
ent heat flux levels. 

Experimental Procedure. To prepare for a run, the tank 
was first filled with water to the desired water level. Then a 
pump was used to circulate the water through a high-grade filter. 
After the water had been conditioned, the outside surface of the 
hemisphere was polished with fine emery paper (#220) and 
cleaned with acetone. The hemisphere and the pipe assembly 
were then fastened to the tank cover. The immersion heaters 
were then turned on to heat the water pool to the desired temper­
ature. The power level for a specific segment of the hemisphere 
was set to the desired value by adjusting the voltage of the 
power controllers connected to the heaters of that part of the 
hemisphere. The voltage across and the current through each 
of the power controllers were then measured using a multimeter. 
The temperatures at various locations inside the wall of the 
segment were monitored on the computer screen through the 
data acquisition system. When these temperatures stabilized 
around certain mean values, it was decided that steady-state 
conditions were attained and it was time to record the tempera­
tures indicated by the data acquisition software. 

Results and Discussion 

Steady-State Heat Transfer Measurements. Steady-state 
heating experiments were conducted for water temperatures 
varying from 90° to 100°C. During these experiments, the heat 
flux levels and the corresponding wall superheats were recorded 
to construct nucleate boiling curves. Data were collected for 
the bottom center (i.e., inner) segment and the outer segment 
adjacent to it. The local boiling heat flux was determined by 
performing an inverse heat conduction analysis (Liu, 1995) of 
the temperatures recorded through the thermocouples embedded 
inside the walls of the inner and outer segments. The boiling 
heat flux was found to agree satisfactorily with the local power 
input. The uncertainty in the embedded thermocouple locations 
was about ±0.001 m, the maximum error in the temperature 
reading was ±0.1°C, and the uncertainty in the calculated heat 
flux was ±7 percent. 

Figures 4 and 5 show the nucleate boiling curves for the 
inner segment (6 = 0 deg) and for the outer segment (6 = 18 
deg). Each figure includes four curves for water temperatures 
of 90°, 93°, 97°, and 100°C. It can be seen from the figures 

that subcooling has a strong effect on the nucleate boiling heat 
transfer in the low-to-moderate heat flux levels. This is in con­
trast to the conventional case of pool boiling for which subcool­
ing has very little effect on the nucleate boiling heat transfer. 
Observations of the two-phase boundary layer indicated that the 
bubble size decreased considerably as the subcooling level was 
increased. As a result the local bubble agitation was reduced 
along with the two-phase boundary layer flow, which reduced 
the convective heat transfer associated with the local bubble 
agitation and the convective boundary layer motion. It was be­
cause of this that the local heat flux actually decreased as the 
degree of subcooling was increased. At high heat flux levels, 
latent heat transfer dominated the convective heat transfer, and 
subcooling had very little effect on the nucleate boiling heat 
flux in this region. 

Comparison of Steady-State and Transient Quenching 
Results. The present steady-state boiling data are compared 
to the transient quenching data of Haddad et al. (1995) in Figs. 
6 and 7. At the bottom center location, the critical heat flux 
was found to be 0.4 MW/m2 for saturated boiling and 0.59 
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MW/m2 for subcooled boiling with 10°C of subcooling. For 
both saturated and subcooled boiling, the steady-state data were 
always higher than the corresponding transient quenching data 
in the nucleate boiling regime. However, the two sets of data 
tended to merge together as the critical heat flux limit was 
reached. The same trend was observed in the outer segment 
(not shown in the text due to space limitation) where the critical 
heat flux was found to be higher than the value at the bottom 
center. 

The present results are consistent with the findings of Bergles 
and Thompson (1970) and Verez and Florschuetz (1971) who 
compared in depth the steady-state method and the transient 
quenching method in predicting the nucleate boiling curve. Both 
found that the transient quenching method always underpre-
dicted the results obtained through the steady-state method. The 
differences between the two sets of data depicted in Figs. 6 and 
7 are due to relatively small quench period beyond the critical 
heat flux in the nucleate boiling regime toward the end of the 
quenching process observed by Haddad et al. (1995). 

Effect of Subcooling on the Behavior of the Two-Phase 
Boundary Layer. Steady-state pool boiling experiments were 
conducted at two subcooling levels and three heat flux levels 
of 0.01, 0.09, and 0.30 MW/m2 corresponding to a low, interme­
diate, and high power level, respectively. When the heat flux 
was low and the water was subcooled at 90°C, the outer surface 
of the vessel was covered with a large number of very small 
isolated water bubbles. When the water was saturated at the 
same heat flux level, the bubble size increased drastically while 
the bubble frequency decreased. The boiling process started by 
the heating of the liquid in contact with the surface of the vessel. 
When the required local level of superheat was attained, the 
nucleation site became active and a very tiny bubble could be 
observed on the heating surface. Then, the vapor mass grew 
larger and larger as more liquid was evaporating at the surface. 
Finally, the bubble detached from the surface when it reached 
a certain critical size (on the order of 5 to 10 mm) and the 
whole process was repeated again. 

At the intermediate heat flux level, it was also possible to 
distinguish the four stages of the bubble formation process 
through direct observation of the two-phase boundary layer. 
The bubble frequency for the saturated and the subcooled boil­
ing was higher in this case than in the case of the low heat flux 
level. In the subcooled boiling case, the surface was still covered 
by a large number of isolated bubbles that did not interfere with 

each other. On the other hand, some local bubble coalescence 
started to occur in the saturated boiling case. 

The high heat flux case shown in Fig. 8 was characterized 
by a very different vapor dynamic than in the cases of low and 
intermediate heat flux levels. In the case of saturated boiling, 
it was not possible to distinguish the various stages of the bubble 
formation process through direct observation of the boiling phe­
nomenon. This was due to the very fast bubble activity at this 
heat flux level. It appeared as if the bottom center region of the 
hemisphere was covered by one large vapor mass. In this case, 
it was not possible to discover, by direct visual observation, the 
bubble coalescence that led to the formation of the large vapor 
mass. It was only possible to observe the bubble coalescence 
process when the boiling phenomenon was observed in slow 
motion using the video system. 

These observations revealed that the boiling process in the 
bottom center region was cyclic in nature with four distinct 
phases. First there was the phase of direct contact between the 
liquid and the solid during which water from the liquid pool 
was heated next to the heating surface. When the liquid super­
heat reached a critical value, bubble nucleation and growth 
started at various locations on the heating surface. At a certain 
point, the bubbles started to coalesce and formed a large vapor 
mass that covered the entire heating surface. This large bubble 
was ejected from underneath the hemisphere when it reached 
the critical size (on the order of 40 to 60 mm). Away from the 
bottom center, the ejected large vapor mass formed a ring, as 
shown very clearly in Fig. 8(b). As it traveled toward the upper 
edge of the vessel, the ring was broken into vapor slugs due to 
the diverging area of the vessel. 

These four phases of the boiling process and the cyclic nature 
of the evaporation around the bottom center of the vessel were 
also reported by Chu et al. (1994) for a small heating surface 
with a large radius of curvature. Chu et al. (1995) also reported 
the same boiling characteristics for a large torispherical down­
ward-facing surface that was used for a full-scale simulation of 
a reactor lower head. In the present study, the video system 
was used to observe the characteristics of the interface between 
the spherical heating surface and the large vapor mass in the 
bottom center. It was revealed that individual nucleation sites 
were feeding the envelope of the large vapor mass. This is also 
consistent with the observations of Chu et al. (1995), Gaertner 
(1965), and Katto and Haramura (1983). Therefore, it seems 
that the size of the heating surface does not influence the nature 
of the vapor dynamics for pool boiling on a downward-facing 
curved surface. 

The photographic records of Fig. 9 were taken with the heat­
ers of the inner segment of the hemisphere turned off and the 
heaters of the outer segment were still delivering a heat flux 
of 0.3 MW/m2. The subcooled boiling case, Fig. 9 (a ) , was 
characterized by isolated bubbles with the absence of any co­
alescence. This confirmed the fact that bubble coalescence in 
the subcooled boiling case of Fig. 8(a) was a local phenomenon 
limited to the region very close to the bottom center of the 
vessel. On the other hand, the bubbles formed on the outer 
segment in the saturated boiling case exhibited a high level 
of coalescence, as shown in Fig. 9(b). Therefore, the bubble 
coalescence of Fig. 8(6), when the two segments were heated, 
was not limited to a certain region of the hemisphere but rather 
a characteristics of boiling everywhere on the heating surface. 

Variation of the Vapor Size Along the Vessel Outer Sur­
face. A growing vapor mass stays attached to the surface as 
long as the surface tension force remains larger than the forces 
that tend to pull the vapor mass away from the heating surface. 
These latter forces include buoyancy, drag, lift, and/or inertia 
forces associated with the motion of the bulk fluid. In the case 
of pool boiling on the outer surface of a downward-facing hemi­
spherical vessel, only the component of the buoyancy force 
tangential to the vessel outer surface will aid in the release of 
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(a) Water temperature = 90°C (fa) Water temperature = 100°C 

Fig. 8 Nucleate boiling in the bottom center region of the vessel at a high heat flux level 

(a) Water temperature = 90 C (b) Water temperature = 100°C 

Fig. 9 Nucleate boiling in the bottom center region of the vessel with heating of the outer segment only 

the vapor mass. This component is the highest near the upper 
edge of the vessel and the lowest near the bottom center of the 
hemisphere. At exactly the bottom center of the vessel, buoy­
ancy does not have any component along the tangent to the 
vessel surface and it will act solely to keep the vapor mass 
attached to the hemisphere. In addition, the two-phase boundary 
layer flow rate is very small near the bottom center and it 
increases toward the upper edge of the vessel. As a result, the 
drag and the inertia forces associated with the two-phase flow 
increase toward the upper edge of the hemisphere. Thus, both 
the buoyancy force and the forces associated with the two-phase 
flow increase toward the upper edge of the hemisphere. This 
explains the fact that the vapor masses in the bottom center 
region were large, flattened, and elongated, whereas those near 
the upper edge were relatively small and spherical. 

The decrease in the vapor size, away from the bottom center 
of a downward facing curved surface, provides an explanation 
for the increase in the critical heat flux from the bottom center 
toward the upper edge of a curved downward facing surface. 
This increase in the CHF was observed by Cheung et al. (1994), 
Theofaneous et al. (1994), and Haddad et al. (1995). When 
the size of the bubbles is large, coalescence will occur at a lower 
heat flux. Therefore, vapor blanketing of the heating surface will 
occur at lower heat flux levels. It is very well known that the 
occurrence of the CHF is linked to vapor blanketing of the 
heating surface. As a result, the decrease in the vapor size 
from the bottom center toward the upper edge of the vessel is 
responsible for the associated increase in CHF reported in the 
literature. It should be noted that the vapor masses are consider­
ably smaller at higher levels of subcooling, leading to apprecia­
bly higher CHF limits. 

Conclusions 
1 Subcooling has very little effect on the nucleate boiling 

curve on the outer surface of the hemispherical test vessel in 

the high-heat-flux regime where latent heat transfer dominates. 
On the other hand, in the low-heat-flux regime where sensible 
heat transfer is important, subcooling has a strong effect on 
nucleate boiling. 

2 In the high-heat-flux regime, boiling around the bottom 
center region of the vessel becomes cyclic in nature. The boiling 
cycle consists of liquid heating, bubble nucleation and growth, 
bubble coalescence, and ejection of large vapor masses from 
underneath the heating surface. 

3 With the outer surface being heated uniformly, the size 
of the vapor masses always decreases from the bottom center 
toward the upper edge of the vessel. This is due to the increase 
in the tangential component of the buoyancy force and the 
influence of the two-phase boundary layer flow in the down­
stream locations. This explains the increase in the CHF from 
the bottom toward the upper edge of the vessel that has been 
reported in the literature. 

4 The observations of the boiling phenomenon reported in 
this study for a small test vessel agree very well with the obser­
vations reported by Chu et al. (1995) for a full-scale simulation 
of a reactor lower head. The vessel size does not seem to affect 
the nature of the bubble dynamics for pool boiling on a down­
ward-facing curved heating surface. 
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Competing Effects of 
Dielectrophoresis and Buoyancy 
on Nucleate Boiling and an 
Analogy With Variable Gravity 
Boiling Results 
An experiment was performed that produced a controlled electrical body force (di-
electrophoretic force or DEP force) over the length of a horizontal platinum wire 
heater during boiling. The DEP force was generated such that it either aided or 
opposed terrestrial gravity or acted nearly alone in microgravity. The net effect can 
be thought of as simply either ' 'reducing" or ' 'increasing'' buoyancy. To account 
for this change in force an "effective gravity ratio" g'b,e) was defined that represents 
the ratio of the total DEP and buoyancy body forces to the constant terrestrial-
gravity buoyancy force. Based on our own experimentation and on the published 
literature, it was argued that the nucleate boiling will be enhanced if the effective 
gravity acts to hold the vapor bubbles near the heater surface, while at the same 
time permitting access of the liquid to the surface in order to prevent dryout. However, 
a large electroconvection effect can dominate and reverse the trend. The nonboiling 
portion of the heat transfer coefficient was shown to be significant with an applied 
electric field, especially at high subcoolings. It was found that for 1 < g(b,e) < 3 a 
quarter power dependence appears to be a reasonable engineering approximation 
for the increase in critical heat flux with effective gravity. 

Background 
Numerous investigators have shown that the presence of an 

electric field appreciably modifies the boiling heat transfer pro­
cess. The electrohydrodynamic (EHD) effects on convective 
heat transfer, nucleate, transition, and film boiling along with 
condensation heat transfer were reviewed by Jones (1978). 
This review showed that most of the earliest work supports the 
conclusion that the electric field has practically no effect on the 
heat transfer coefficient in nucleate boiling; however, it in­
creases the critical heat flux (CHF) significantly. In a more 
recent review, Di Marco and Grassi (1993) reported that the 
electric field enhances the heat exchange in the nucleate boiling 
region for both smooth and finned surfaces. Geppert et al. 
(1995) presents a short overview of recent, selected EHD-en-
hanced boiling studies on different horizontal tube and flat plate 
configurations. They conclude that the results are not consistent 
due to many reasons that include the following: the use of 
different working fluids, the control of impurities, the evapora­
tor size differences, inaccuracies in thermocouple mounting, the 
difference between single-tube and bundled-tube tests, and the 
method of evaporator heating (electrical or water flow). There­
fore, when comparing all the references, it became clear that 
the results are not unified because the conclusions are based on 
data for very drastically different experiments. The conclusions 
are not based on generalizations specific to the effect of the 
electric field on the generally accepted boiling heat transfer 
mechanisms, i.e., the boiling bubble dynamics and the nonboil­
ing convection effects. Therefore, many of the preceding con­
clusions are not generalizations but merely results specific to 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER and presented at IMECE 96. Manuscript received by the Heat 
Transfer Division January 21, 1997; revision received October 8,1997; Keywords: 
Boiling; Microgravity Heat Transfer; Phase-Change Phenomena. Associate Tech­
nical Editor; R. A. Nelson, Jr. 

the experiment to which they were performed. In this paper, we 
attempt to form more general conclusions about EHD-enhanced 
boiling that are independent or that can be formulated as a 
function of the system parameters, i.e., different boiling re­
gimes, electrode/heater couplings, fluid properties, and orienta­
tion with respect to gravity. 

Theory 

The EHD force that is produced by an electric field acting 
on a unit volume element of fluid has no unique formulation. 
One generally accepted expression is (Stratton, 1941) 

F e = p ^ - O ^ l E ^ V e - V 0.5p IEI (1) 

where F e is the force per unit volume, pf is the free charge 
density, E is the electric field, e is the dielectric permittivity of 
the fluid, and p is the density. The first term is the force per 
unit volume on a medium containing free electric charge of 
density pf and is small in an insulating dielectric fluid. The 
direction of this force depends on the polarities of the free 
charge and the direction of the electric field. The second term 
describes the force exerted on a fluid due to spatial gradients 
in the permittivity, and it can dominate for very strong and 
highly diverging electric fields, such as those used in this paper. 
The third term in Eq. (1) describes effects associated with the 
deformation of the fluid (electrostriction) and is important when 
considering application of a nonuniform electric field to a com­
pressible fluid. Since the compressibility of a liquid is small, 
the electrostriction effect has no practical influence on hydrody­
namics for an incompressible flow (Jones, 1978; Di Marco and 
Grassi, 1993). In general, this equation shows that the electric 
field can produce forces on both the liquid and vapor in a 
two-phase boiling system. Also, because of these forces, the 
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application of an electric field has two strong mechanisms which 
can change the heat transfer in the nucleate boiling regime. The 
first is the effect of the electrical body force on the generated 
vapor bubbles (the interfacial EHD effect), and the second is 
the effect of the electrical forces on the liquid (the electrocon-
vection effect). 

The DEP force is a polarization force. Under the influence 
of an electric field, a neutral body (dispersed-phase component) 
will become polarized due to the difference in permittivity. If 
the field over the surface of the neutral body is unequal, then 
the polarized neutral body will experience a net force due to 
the imbalance in Coulomb forces. This is the basis for the DEP 
force shown in the second term in Eq. (1). Since e is not 
differentiable at a liquid-vapor interface, it is appropriate to 
directly formulate the dielectrophoretic force acting on a spheri­
cal vapor bubble or liquid droplet in a two-phase mixture. The 
resulting DEP force for a vapor bubble, given by Pohl (1978) 
and Jones and Bliss (1976), is 

Fdep = 2irRh0e, 
£„ + 2e, 

V ( | E | 2 ) , (2) 

where R is the radius of the bubble and e, and e„ are the relative 
permittivity of the liquid and vapor, respectively. The direction 
of this force is such that the medium with relatively smaller 
permittivity will be driven away from regions of high electric 
field towards regions of low electric field. Equation (2) assumes 
that the dielectric is isotropically, linearly, and homogeneously 
polarizable. The neutral body (liquid droplet or vapor bubble) 
is assumed to be spherical, and both the dispersed phase and 
continuous phase are assumed to be "perfect" dielectrics with 
finite dielectric constants and zero conductivity. Finally, the 
neutral body is assumed to be a "small sphere" so that the 
amount of polarization can be obtained by approximating the 
local field as uniform; however, the field is nonuniform enough 
to produce appreciably different forces on the positive and nega­
tive portions of the induced polarization charges. While it is 
questionable how well these assumptions were maintained in 
the boiling experiments due to the amount and size of bubbles, 
the results found are consistent with the theory. 

To account for the relative magnitude of the DEP force to 
the buoyancy force, a dimensionless parameter named Gbe has 
been used in the past (Di Marco and Grassi, 1993) and is 
defined as 

3 (e , -£ n )e„e ,V |E | 2 

2(ev + 2e,)(p, - pv)g 
(3) 

However, for the case when gravity decreases to near zero 
(microgravity), this equation is singular. Also, this equation 
does not represent the total DEP and buoyancy forces at the 
heater surface and only provides a ratio of forces, which does 

not adequately determine the resulting bubble dynamics. A new 
dimensionless parameter was formulated and used in this study 
called the "DEP and buoyancy effective gravity ratio" or sim­
ply the ' 'effective gravity ratio'' and is defined as 

>(*.«) (b + e); b = 
IF? I 

and e = 
IF? I 

(4) 

where Fb is the actual buoyancy force as defined with the gravity 
level encountered in the test conditions, Fe is given by Eq. (2) 
for the DEP force, and F? is the constant buoyancy force based 
on terrestrial-gravity conditions; h is a unit vector in the direc­
tion of terrestrial buoyancy. Substituting Eq. (2) for the DEP 
force and using the definition of the buoyancy force, the effec­
tive gravity ratio can be written as 

, * „ , 3 £ „£ / (£ / Ev) . - . i , - , . 2 1 

g(p, - pv)n + - V | E | Z \-n 
2 (e„ + 2et) J g e f f 

\g*(Pi ~ Pv)n\ 

g(pi - Pv) 
\g*iPi ~ Pv)n\ 

(5a) 

and 

3 e0ei(e, - e„) 

2 (e„ + 2e,) 
V | E | 

\g*(Pi ~ pv)n\ 
(5b) 

This dimensionless number represents a ratio of the sum of 
both DEP and buoyancy body forces (on the vapor phase) to 
the constant terrestrial-gravity buoyancy force in the direction 
of n, and geff represents the effective gravity. Note that g[b<e) 

could be negative if the effective gravity is opposed to terrestrial 
gravity. Also, by defining the parameters b and e in this way, 
one can immediately understand the relative contributions of 
the individual forces. For example, g[h=o,e=o) = 0 corresponds 
to no electric field and zero-gravity conditions, while 
g (i=i,e=-i) = 0 corresponds to terrestrial gravity with an imposed 
dielectrophoretic force of equal magnitude but opposite direc­
tion. When considering the interfacial EHD effect alone, this 
definition provides an effective way to compare variable-gravity 
boiling results with electric field boiling results because both 
change the total body force. The normalization with earth grav­
ity provides a baseline for comparison, as nearly all boiling 
results are based on this level. 

The basis for this experiment was to produce boiling curves 
using an electric-field distribution, which allowed a controllable 
and nearly constant DEP force to exist over the entire length 
of the heater wire. Also, the DEP force was produced normal 
to the buoyancy force so that the effective gravity could be 

Nomenclature 

A = heater surface area 
a = acceleration 
b = F»/Ff 
e = FJFf 

E = electric field 
Fb = variable gravity buoyancy force 

Fjf = terrestrial-gravity buoyancy force 
Fe = dielectrophoretic force 

FDEP = dielectrophoretic force 
F" = electrohydrodynamic force per 

unit volume 
g = variable gravity 

g* = terrestrial gravity 

g{be) = effective gravity ratio, refer to 
Eq. (5) 

geff = effective gravity (buoyancy + 
dielectrophoretic forces) 

Gbe = ratio of FDEp to Fb 

h = heat transfer coefficient 
hfg = latent heat of vaporization 
1H = current through heater 
n = unit vector in the direction of ter­

restrial buoyancy 
Q = heat flux 

Qc = critical heat flux 
R = bubble radius 

R. = shunt resistance 

T = temperature 
VA = voltage measured at current tap 
VH = voltage across heater 

VHV = high voltage 
£ = relative permittivity 

Pf = free charge density 
p = density 

as = surface tension 

Subscripts 
/ = liquid 

o = free space 
sat = saturated 

sub = subcooling 
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calculated from simply the scalar sum of the two forces. Also, 
the experiment was designed to control the DEP force with the 
electrode geometry instead of the applied voltage so that differ­
ent effective gravities could be produced with the same elec­
trode voltage. Boiling curves were generated with different DEP 
forces, either aiding or opposing gravity and in a microgravity 
environment. Therefore, the net effect was designed to either 
"reduce" or "increase" buoyancy. 

In order to form an analogy with variable gravity boiling, it 
must first be decided what to expect, in terms of heat transfer, 
when the gravitational field is changed. Recent experimental 
results have shown that lowering gravity increases heat transfer, 
and increasing gravity decreases the heat transfer (Merte, 
1990). For a number of fluids and test parameters Merte (1990) 
showed that an increased buoyancy force reduces the extent of 
superheated liquid in the vicinity of the heat transfer surface, 
reducing the number of nucleation sites, and also reducing the 
microlayer area and/or increases its thickness. The relative con­
tribution of nonboiling convection increases with gravity and 
can reverse this trend at the lower levels of heat flux. Con­
versely, for body forces below 1 g, buoyancy keeps the heated 
fluid adjacent to the heating surface, increases the nucleation 
site area, and keeps the growing vapor bubbles closer to the 
heating surface, increasing the microlayer area and/or decreas­
ing its thickness (Merte, 1990). There have been numerous 
other articles that attribute microlayer evaporation to increased 
heat transfer when the bubbles remain near the heater surface. 
Bankoff (1959) showed that the latent heat transport (condensa­
tion at the cap of the bubble and evaporation from the sur­
rounding microlayer) are the key transport mechanisms for sub-
cooled boiling. Kirk et al. (1992) varied the orientation of the 
heater for low velocity flow boiling tests and found that en­
hancement of heat transfer may be attributed not to increased 
agitation effects, but rather to the evaporation of the thin super­
heated liquid film. A similar result was given by Nishikawa and 
Fujita (1990), which attributed the same orientation effect in 
pool boiling. Computations demonstrated that the effect on heat 
transfer from variable orientations can be due to the influence 
of the latent heat transport, which was shown to account for 
nearly 80 percent of the heat transfer in some cases. Cornwell 

and Schuller (1982) recorded increased heat transfer rates at 
the upper tubes of bundles in a horizontal reboiler, and attributed 
the increase to the sliding of bubbles and the formation of a 
microlayer under the bubbles. For boiling around the periphery 
of a tube, Cornwell and Einarsson (1983) found the highest 
boiling heat transfer rates underneath the tube where the bubbles 
were pushed back against the heater surface by buoyancy. Many 
other investigators have reported increased heat transfer rates 
for inverted surfaces under earth's gravity for low heat fluxes 
(Jung et al., 1987; Chen, 1978; Tong et al , 1988). These effects 
have been said to decrease the thickness of the microlayer and 
increase nucleation site density. 

Experimental Apparatus, Test Matrix, and Uncertain­
ties 

Experimental Apparatus. A 1.91 cm platinum wire 0.025 
cm in diameter with a resistance of approximately 0.05 il was 
used as the heater. The heat flux was calculated from the power 
given to the heater and the heater area. The temperature in the 
heater was measured using the standard resistometry technique. 
For the purpose of this study, an electrode geometry was sought 
that could provide a uniform DEP force along the entire plati­
num heater wire, could provide good visualization, and, in order 
to vary g[b,e), could produce DEP forces equal to two times 
the terrestrial buoyancy force. Two finite-sized square plates 
(2.54 cm X 2.54 cm) separated by an angle of 13 deg were used. 
The plates were mounted to a Lexan base and were supported by 
a Plexiglas structure. A 600 A gold film was plated on the 
surface of the plates and was utilized as conducting surfaces. 
Also, two separate electrode spacings were used so that a 23 
kV potential corresponded to both a 1 g and a 2 g DEP force, 
thus eliminating the voltage as a variable. In order to control 
whether the DEP force aided or opposed buoyancy, the direction 
of the buoyancy force was changed relative to the electrodes. 
Laplace's equation was solved using the moment method for 
the finite electrodes in order to find the DEP force. The platinum 
heater wire was positioned along the equipotenential line at zero 
potential located at the midplane of the two electrodes. This 
eliminated nearly all of the coupling effects between the wire 

Pool Boiling Chamber 

Heater/Electrode Assembly 

Thermocouple and Pressure Transducer Ports 

View and Lighting Ports on Three Sides 

1/2" Al Frame (with heat transfer fins) 

>utlet to bellows 

Heater Opening 

KAPTON Heaters (bulk fluid temperature control) 

Heater Detail 

Copper 

AAA-
•€> Voltage Tap 

ln »V* 
^ 

Copper 

Current Tap 

Fig. 1 Experimental apparatus 
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and the electric field. Refer to Fig. 1 for an overall schematic 
of the apparatus and to Snyder (1995) for further details. 

Composite video (30 Hz) was used for visualization, and FC-
72 was used as the working fluid. The permittivity of FC-72 is 
1.76 and 1.01 for the liquid and vapor phases, respectively. The 
other thermophysical properties were taken from a temperature-
dependent thermophysical properties chart (3M Product Manual). 
Degassing was performed prior to each experiment by boiling 
through a reflux condenser according to the 3M product manual 
recommendations. In order to bring the buoyancy force to nearly 
zero and measure the effects from a variable DEP force only, a 
drop tower was used. The drop tower utilized a drag shield and 
provided 2.1 s of microgravity. The microgravity level achieved 
in the drop tower testing was measured to be approximately 10 "4 

g. Complete details can be found in Snyder et al. (1995). 

Test Matrix. For this study, saturated conditions and one 
subcooling (15°C) were employed. The uncertainty in subcool-
ing was ±2°C. For simplicity, these will be referred to as satu­
rated, or ATsub s 0°C, and subcooled, or Arsub s= 15°C, respec­
tively. The following two tables contain a listing of the effective 
gravity test matrix used in this study. 

Performed under terrestrial-gravity conditions 

?'(b = 1, e = -2) = - 1 
?'(b = 1, e = -1) = 0 
?'(b = 1, e = 0) = 1 

?'(b 1, e 1) 
1, e = 2) = 3 

lg buoyancy, 2g DEP opposing buoyancy, 
lg buoyancy, lg DEP opposing buoyancy, 
lg buoyancy, Og DEP—terrestrial-gravity 

boiling, 
lg buoyancy, lg DEP aiding buoyancy, 
lg buoyancy, 2g DEP aiding buoyancy. 

Performed under microgravity conditions 

g'(b = 0, e = 0) = 0 Og buoyancy, Og DEP—Microgravity 
boiling. 

g'(b = 0, e = - l ) = - l Og buoyancy, lg DEP opposing 
buoyancy*. 

g'(b = 0, e = -0.5) = -0.5 Og buoyancy, 0.5g DEP opposing 
buoyancy*. 

g'(b = 0, e = -0.1) = -0.1 Og buoyancy, O.lg DEP opposing 
buoyancy*. 

* Opposing buoyancy means that the DEP force was against the terres­
trial gravity force prior to the drop. 

Uncertainties. The following are the uncertainties for the 
most significant quantities used in this paper: 

Quantity Uncertainty* 

Heat Flux, Q 
Surface Temperature, T, 
High Voltage, VHV 
DEP Force, 

^DEP 0^ Pe 

±5200 W/m2 

±2.148°C 
±0.25 kV 
±0.25g 

* The uncertainties were estimated based on equations given in Kline 
and McClintock (1953). Further details are provided in Snyder (1995). 

Heat Transfer and Visualization Results 
In terrestrial gravity, boiling curve measurements were per­

formed for each effective gravity test (i.e., three at standard 
gravity, and three more with the electric field active). This was 
done to insure repeatability due to the fact that the changes in 
heat transfer were small, and, therefore, could be susceptible to 
the aging of the wire and other uncertainties. A single wire was 
used for all the tests. Less data was taken for the tests performed 
in microgravity. The entire test matrix consisted of approxi­
mately 800 individual data points. Figures 2 and 3 are the boil­
ing curves for the saturated and subcooled conditions for 
g'(b,e) = - 1 tO 3. 

Convection Regime. Increases in heat transfer efficiency 
are seen by a shift in the boiling curve to the left, i.e., an 
increase in heat flux for a constant surface temperature. First, 
note that for g'ib^Ue=-n = 0 and g{b=\,e=\) — 2 and for 
g[b=u=-2) = —1 and g(f,=i,e=2) = 3 the contribution from the 
electroconvection prior to the onset of nucleate boiling (ONB) 
is very similar. This is due to the electrode geometry and poten­
tial being the same for effective gravity ratios of 0 and 2, and 
— 1 and 3. The only difference was the orientation of the elec­
trode with respect to gravity, which did not significantly affect 
the convective heat transfer. Based on Figs. 2 and 3, it is appar­
ent that the heat transfer in the convection regime increased 
with the addition of the electric field, however, it did not scale 
with g (Ai„). The DEP force for this study was calculated based 
on the interfacial force on a vapor bubble, and, therefore, it was 
not expected to scale as such. These increases in heat transfer 
are attributed to the disruption of the laminar layer and the 
production of turbulence. This turbulence acted to reduce the 
thermal laminar boundary layer thickness, and provided a thin­
ner superheated region. For the purpose of this study, the heat 
transfer trends in the convection regime are mainly used in 
order to elucidate the effect on the heat transfer from the DEP 
force on the bubbles. 

Nucleate Boiling Regime. The effects from the electric 
field were small in the boiling regime, but were repeatable. For 
g'(b=i,e=-i) = 0 there was a significant reduction in the heat 
transfer efficiency and the critical heat flux for the saturated 
case. The combination of the balance in forces and the saturated 
conditions did not allow access of the liquid to the heater surface 
in order to prevent dryout. Similar conditions for the subcooled 
case showed an increase in heat transfer in the nucleate boiling 
regime, but a reduction in the CHF. The combination of the 
balance in forces and the subcooled conditions resulted in the 
bubbles remaining near the heater surface, but still allowed 
access of the liquid to the heater to prevent dryout until nearing 
the CHF. At this point, the balance in forces again resulted in 
a decrease in the CHF. Since there is boiling all around the 
periphery of the wire, the direction of the net body force should 
not influence the heat transfer. For saturated boiling, this was 
found to be the case, i.e., the difference in heat transfer between 
g'vu-o) = 1 and g[b~i,e=2) = — 1 was small. However, under 
the same effective gravity for the subcooled conditions, there 
was a noticeable increase in heat transfer efficiency. This was 
presumably due to the dominance of, and the increase in, elec­
troconvection. The effect of the electroconvection on the boiling 
heat transfer can also be seen between the saturated and sub­
cooled tests. The heat transfer efficiency was increased for the 
subcooled tests relative to the saturated tests. 

In general, we conclude, and will continue to argue in this 
paper, that the boiling heat transfer coefficient can be considered 
as a summation of an effect from the bubble dynamics, which 
is a strong function of the effective gravity, plus an effect from 
the electroconvection. Therefore, the bulk of the differences in 
heat transfer in Figs. 2 and 3 can be explained by considering 
a combined effect from both the effective gravity and the elec­
troconvection. Therefore, we propose that the overall heat trans­
fer coefficient with an applied electric field consists of a non-
boiling heat transfer coefficient due to electroconvection and a 
boiling heat transfer coefficient due to the bubble dynamics: 

'electroconvection + h bubble dynamics • (6) 

Figure 4 shows the bubble dynamics for the different effec­
tive gravities at a single heat flux. For the saturated conditions 
when the effective gravity was zero, the bubbles grew to much 
larger sizes and remained near the heater wire for much longer 
times due to the net force at the heater wire being zero. For the 
case of g(/,=i,c=-2) = —1, the bubble dynamics were similar to, 
but still different from, the case of g[b=he^m = 1. The bubbles 
at the wire surface did move down against gravity, but only for 
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Fig. 2 Boiling curve 

a short distance; they then moved out, away from the electrode, 
and back up. This behavior was a result of the DEP force 
decreasing rather quickly away from the electrodes, while the 
gravity force remained constant. While not apparent from the 
pictures presented here, it was unquestionably determined that 
as the effective gravity increases, the bubble detachment diame­
ter decreases. Please refer to Chap. 9 in Snyder (1995) for 
details. 

Nucleate boiling results were also obtained in microgravity 
with the magnitude of the effective gravity due to the DEP 
force only. Figure 5 shows the bubble dynamics in microgravity 
with an effective gravity ratio of 0 to - 1 (b = 0 and e = 
0, -0.1, -0.5, and -1) . Here, because of the difficulty in 
experimentation, the electric potential was varied to vary the 
DEP force. Note from the pictures that even for these short 
duration experiments the application of an effective gravity re­
verted film boiling (b = 0, e - 0) back to nucleate boiling (b 
= 0, e = -1) in a manner similar to the addition of a gravita­
tional field. Three important results were found from the tests 
in microgravity. First, the bubble detachment diameters are very 
similar between £«,=i,e=os = 1 and g[b=u=\) — 1- This can be 
seen by comparing the boiling picture in Fig. 4 at g'(l>ai^0) -
I to the picture in Fig. 5 at g[b=u.=i) = 1. These two pictures 
are shown in Fig. 6 with the microgravity picture inverted for 
easier comparison (there is no up or down in microgravity, and 
the orientation in Fig, 6 corresponded to the initial conditions 

Superheat (Celsiu 

= o) - a[bM = ~ i to 3 

of the test with respect to gravity). Second, the heat transfer 
for g[b=u=o) = 1 and g'(b^lie=1) = 1 are similar. This is shown 
in the boiling curve in Fig. 7; however, this would require much 
longer microgravity times to verify. Third, the CHF for 
£(*=i,e"=-D = 0 (~12.5 W/cm2) was consistent with g{b=\,e~m 
= 0 (—12.1 W/cm3), at least for short-term microgravity. Much 
longer microgravity durations and more testing would be re­
quired for further verification. From these results it can be con­
cluded that the effective gravity, either from buoyancy ordielec-
trophoresis, has a similar influence on the bubble dynamics. 
Therefore, it is reasonable to assume that sustained boiling in 
microgravity is possible with the application of an electric field. 
Also, because of the recorded bubble dynamic, the nucleate 
boiling heat transfer, and the CHF similarities with gravity-
driven boiling, one could possibly use a known terrestrial grav­
ity or variable-gravity heat transfer correlation for boiling in 
microgravity with an applied electric field by simply knowing 
the effective gravity over the heater surface. 

Previously published results have shown increases in the CHF 
by a factor of up to four in an applied electric field with a 
heated wire (Jones, 1978). The reason that this was not found 
in this study is that the heater wire was decoupled with the high 
voltage electric field by placing it between the electrodes where 
the potential from the electric field nearly matched that of the 
wire. This was done to control the DEP force magnitude and 
direction in order to repeatably vary the effective gravity. To 

±TK 

Fig. 3 Boiling curve (AraUb s 15) - g',bM = - 1 to 3 
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Fig. 6 Comparison of the bubble dynamics between terrestrial gravity 
with no DEP force and microgravity with an applied 1g DEP force, Q" = 
12.1 x 10" W/m2 
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Fig. 4 Pool boiling, 12.1 x 10" W/m2 , ff(',,„ = - 1 to 3 

simulate some of the previous work with this experiment, boil­
ing curves were performed with one of the electrodes discon­
nected. This resulted in much larger electric field gradients be­
cause of the coupling with the small radius of curvature wire. 
Figures 8(a) and 8(ft) show the boiling curves for this electric 
field distribution with either the positive electrode active or 
the negative electrode active for the saturated and subcooled 

Fig. 7 Boiling curve (AT.UD a 0) - g,'»,v,0, = 1 compared to g('6=0,=-i 

conditions, respectively. These results show the normally large 
increase in CHF with applied voltage. Because of the very small 
radius of curvature of the wire, the DEP force on the vapor 
bubbles at the heater surface is extremely large and oriented 

ft = 0,e = 0,0kV b = 0,e = -0.l, 10 kV 

5fflXX» • • 

30«K» 
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Superheat (Celctu 
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Fig. 8(a) Platinum wire boiling curve with electric field setup between 
the wire and either the positive or negative electrode {ATmb s 0) 
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Subcooled Boiling 

(-) - Negative Electrode Only (12.5 kV) 

(+) - Positive Electrode Only (12.5 kV) 

= 1 
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Fig. 5 Microgravity boiling (6 = 0) with various DEP forces (e = - 1 
-0.5, - 0 . 1 , 0), Q" = 12.1 x 10" W/m2 Fig. 8(b) Platinum wire boiling curve with electric field setup between 

the wire and either the positive or negative electrode (Ar,ub s 15) 
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Normalized CHF -vs- Normalized Gn 

Fig. 9 Normalized CHF versus effective gravity ratio 

radially out from the heater wire. The large DEP forces caused 
the bubbles to detach vigorously and emanated in a radial direc­
tion from a limited number of nucleation sites on the heater 
wire. The DEP force appeared to pump the vapor with a "jet­
like" action. The bubble detachment diameters were very small. 
At the higher heat fluxes, the extremely large number of very 
small sized bubbles formed a "blanket" or "froth" of bubbles 
around the heater wire. Most importantly, note that the very 
strong DEP forces on the bubbles (which resulted in a very 
high effective gravity ratio) caused the heat transfer to decrease 
in the nucleate boiling regime. Also, the heat transfer for the 
subcooled tests was increased relative to the saturated tests. 
These are both consistent with the analogy being presented in 
this paper with variable gravity theory, i.e., that as the gravity 
or "effective gravity" increases, the heat transfer decreases; 
however, a large electroconvection effect can dominate and 
reverse the trend. 

It is interesting to note that the transition to film boiling was 
much smoother when the wire served as an electrode. Instead 
of an abrupt and very large increase in superheat, say 200 to 
300°C, the CHF was accompanied by approximately a 25 to 
50°C increase in superheat. The large DEP forces produced by 
the applied electric field acted equally on the entrained liquid 
droplets in the vapor boundary layer and kept portions of the 
heater surface wetted. This phenomena changed the CHF pro­
cess drastically and was recorded as an average increase in 
surface temperature instead of an instant dryout. 

Critical Heat Flux. Many correlations have indicated that 
the critical heat flux depends on g" 4 (Noyes, 1963; Zuber, 
1959). The relation derived for pool boiling from a horizontal 
surface takes the following form (Zuber, 1959): 

A 24 fsH 
°~sg*g(pl ~ Pv) 

Pi 
Pi + Pv 

Pi 
(7) 

This can be normalized with terrestrial-gravity conditions 
(Siegel, 1967) and written as 

*lc \g' _ _ \ &_ \ / Q \ 

Qc(g*) \g 

where Qc is the critical heat flux at terrestrial gravity (g*) and 
variable gravity conditions (g) , respectively. This assumes that 
the fluid properties are not significantly influenced by gravity 
reductions. An analogy can be formed by simply replacing the 
gravity field (g/g*) in Eq. (8) with g ((,,<,>, the DEP and buoy­
ancy effective gravity ratio, this yields 

Qv(geSf) 
= (l i(b,e) \y (9) 

This assumes that the fluid properties are not significantly influ­
enced by gravity reductions or the imposed electric field. Exper­
imental CHF data from this investigation is given in Fig. 9 

along with the theoretical dependence of Eq. (9) . These results, 
which were previously used to correlate CHF data for variable 
gravity, can be used surprisingly well to correlate boiling results 
with an effective gravity produced from both buoyancy and 
DEP forces. However, note that g[b,e)114 correlates the saturated 
boiling results much better than the subcooled results. This is 
because subcooled boiling has a much stronger dependence on 
the electroconvective effects. It has been shown that the DEP 
forces, when the wire serves as an electrode, are easily thou­
sands of times the buoyancy force (Snyder et al., 1996). How­
ever, under these conditions, the CHF only increases 3 or 4 
times the terrestrial gravity CHF. Therefore, there appears to 
be a mechanism or condition where the g "4 dependence breaks 
down and approaches a constant value. 

As outlined by Siegel (1967), concerning the microgravity 
data point on Fig. 9, the test duration is short and a period of 
time is required for the vapor pattern to be formed at the critical 
flux in order to obtain a transition from nucleate to film boiling. 
Therefore, it would be expected that the measured critical heat 
flux might often be greater than the critical flux that would be 
measured in a long-duration microgravity test. Siegel (1967) 
states that, "it still cannot be ascertained whether the critical 
flux is zero at zero gravity and tests of longer duration with 
carefully measured values of low gravity fields are still 
needed." However, we might add that the impossible-to-obtain 
case of g -* 0 exactly corresponds to CHF -» 0, if there is no 
limit imposed on the time duration and there is no heat sink 
(insulated walls). While this case is somewhat unrealistic, it is 
the only data point that is actually know for certain in Fig. 9. The 
remaining points (i.e., different fluids, heat transfer surfaces, 
subcoolings, gravity levels, time durations, etc.) are that which 
need longer duration and higher quality tests in order to quan­
tify. Also, small changes in the system variables (heat flux, 
gravity level, or even the size of thermal heat sink of the experi­
mental boiling chamber) will cause the measured CHF in micro-
gravity to change if the time duration is long enough. A system-
dependent analysis is possible; however, a general correlation, 
based on this discussion, appears nearly impossible when g 
approaches zero. The issues of "transients," i.e., "time" and 
"the amount of heat sink available to sustain the subcooling," 
are complex issues that must be faced in order to obtain further 
general results for boiling in microgravity. 

Discussion 
It has been well established that boiling heat transfer is very 

different for flat surfaces than for small radius of curvature 
wires, thus making it difficult to formulate an analogy with 
variable gravity boiling with the heater wire results from this 
study alone. However, a review of the literature shows that 
others have formulated and /or recorded trends in heat transfer 
for EHD boiling studies similar to those encountered with vari­
able gravity boiling. Kronig and Ahsmann (1949) and Turnbull 
(1969) developed Nusselt-type correlations for convective heat 
transfer taking the electric field force into account. Chandra and 
Smylie (1972) also used the idea of an electrohydrodynamic 
thermal convection analogy. The heat transfer data were corre­
lated using the Nusselt number plotted versus an electric Ray-
leigh number. Choi (1962) proposed the use of a modified 
Zuber-Kutateladse hydrodynamic approach to predict the effect 
of the electric field on the CHF. He also derived an effective 
gravitational acceleration utilizing the DEP force for concentric 
cylinders. Smylie (1966) and Gross (1967) recognized the pos­
sible use of EHD forces as a controllable laboratory analogy 
for the nonuniform, spherically symmetric gravitational forces. 
Markels and Durfee (1964, 1965) studied EHD enhanced pool 
boiling with AC and DC electric fields in semi-insulating liquids 
using a steam heated tube. They noted a strong dependence of 
the heat transfer to the magnitude and direction of the electric 
body forces. In a set of experiments by Baboi et al. (1968), it 
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was concluded that dielectrophoretic forces tend to pull nucleat­
ing bubbles off the heated wire surface more rapidly, thus in­
creasing the CHF. 

More recently, Cooper (1990) completed a study on boiling 
under 1 g with two concentric cylinders. The outer cylinder was 
of constant diameter, and the inner cylinder was the shape of a 
finned tube (refer to the paper for a description). In this study, 
a column of vapor was seen trapped on the upper part of the 
tube in each interfin space. The lower liquid-vapor interface 
of each column oscillated at a frequency that increased with 
increasing field strength. These results appear to be caused from 
the EHD forces (very likely DEP forces) holding the vapor 
onto the heater surface, which maintained a thin superheated 
microlayer over the heater and increased the heat transfer similar 
to that recorded for microgravity boiling. Ogata and Yabe 
(1993a, b) showed that an electric field can cause bubbles to 
be pushed back against the heating surface while, simultane­
ously, the radial component of force moves the bubbles over 
the heater surface. This force distribution was concluded to 
be one of the causes of heat transfer augmentation. They also 
concluded that the microlayer was enlarged by the deformed 
bubble shape, thus giving rise to augmented heat transfer. Gep-
pert et al. (1995) showed similar results, i.e., that the already 
departed bubbles are pushed back to the heat transfer surface, 
which further enhanced the heat transfer during nucleate boiling. 

Finally, based on the previous results and discussion, we 
conclude that the effect of the DEP force on the bubbles is 
analogous to reducing or increasing the gravity locally or induc­
ing gravity-driven vapor flow across the heater surface similar 
to forced-convection. In terms of the relationship between the 
bubble dynamics and the heat transfer, it appears that nucleate 
boiling heat transfer will be enhanced if the effective gravity 
acts to hold the vapor bubbles near the heater surface, while at 
the same time permitting access of the liquid to the surface in 
order to prevent dryout. However, a large electroconvection 
effect can dominate and possibly reverse this trend. Therefore, 
we propose that the overall heat transfer coefficient with an 
applied electric field consists of a nonboiling heat transfer coef­
ficient due to electroconvection and a boiling heat transfer coef­
ficient due to the bubble dynamics as given in Eq. (6). Further­
more, it appears that the heat transfer coefficient due to the 
bubble dynamics can be correlated with the effective gravity 
ratio (g[i,,e)) using theory for variable gravity and/or gravity-
driven forced convection. The conclusions are based on the fact 
that one of the main effects from the electric field is simply to 
add an electrical body force on the generated vapor bubbles 
that can increase or decrease the gravity and/or induce vapor 
flow across the heater surface. Also, the second main effect 
of the electric field is to change the convective heat transfer 
(electroconvection) which, in terms of heat transfer, can com­
pete with the generalizations formed due to the bubble dynamics 
alone. Finally, this competing effect between the heat transfer 
due to the effective gravity (that due to the bubble dynamics) 
and the heat transfer due to the electroconvection is analogous 
to results previously published for variable gravity boiling be­
tween a variable gravity field and natural convection (Merte, 
1990), i.e., as the effective gravity increases the heat transfer 
will decrease, however, a large electroconvective component 
can dominate and reverse the trend. 

Because the DEP force does not generally act in one direction 
with respect to gravity as simulated in this experiment, it may 
be advantageous to separate the heat transfer coefficient due to 
the bubble dynamics further into a coefficient due to an effective 
gravity normal [ ((Fb + FJ/1 F? |) • n±] and an effective gravity 
parallel [((F6 + Fe)/|F|f j) • wt|] to the heating surface, as well 
as to the nonboiling heat transfer coefficient. Of course, the 
most difficult aspect in implementing a correlation for DEP-
driven boiling using gravity-driven theory is, admittedly, the 
spatial dependence in the DEP force for any practical heater/ 

electrode geometry. Nevertheless, the separation of the heat 
transfer coefficient in this way may allow more general correla­
tions to be formed, which unite EHD boiling results with vari­
able gravity boiling results. 

Conclusion 
An experiment was performed which produced a controlled 

dielectrophoretic (DEP) force over the length of a horizontal 
platinum wire heater. Boiling curves were produced for variable 
DEP forces and buoyancy forces by varying the electric field 
geometry, by varying the orientation of the electric field with 
respect to gravity, and by performing experiments in a drop 
tower with very small buoyancy forces. An effective gravity 
ratio g {b,e) was defined that represents the ratio of the total DEP 
and buoyancy body forces on the vapor bubbles to the constant 
terrestrial-gravity buoyancy force. It was also concluded that 
the overall boiling heat transfer coefficient in the presence of 
an electric field can be modeled as the summation of a heat 
transfer coefficient due to bubble dynamics and a heat transfer 
coefficient due to electroconvection. The effect of the DEP 
force on the bubbles was shown to be analogous to reducing 
or increasing the gravity locally or inducing gravity-driven va­
por flow across the heater surface. In terms of the relationship 
between the bubble dynamics and the heat transfer, it was con­
cluded that the effect of a variable DEP force is similar to the 
effect of a variable buoyancy force. The heat transfer will be 
enhanced if the effective gravity acts to hold the vapor bubbles 
near the heater surface, while at the same time permitting access 
of the liquid to the surface in order to prevent dryout. However, 
a large electroconvective effect can dominate and possibly re­
verse this trend. It was found that for 1 < g[b,e) < 3, a quarter 
power dependence is a reasonable engineering approximation 
for the increase in critical heat flux with effective gravity. 
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Boiling Heat Transfer With 
Binary Mixtures: Part I— 
A Theoretical Model 
for Pool Boiling 
Experimental evidence available in the literature indicates that the pool boiling heat 
transfer with binary mixtures is lower than the respective mole- or mass-fraction-
averaged value. Although a few investigators have presented analytical work to model 
this phenomenon, empirical methods and correlations are used extensively. In the 
present work, a theoretical analysis is presented to estimate the mixture effects on 
heat transfer. The ideal heat transfer coefficient used currently in the literature to 
represent the pool boiling heat transfer in the absence of mass diffusion effects is 
based on empirical considerations, and has no theoretical basis. In the present work, 
a new pseudo-single component heat transfer coefficient is introduced to account for 
the mixture property effects more accurately. The liquid composition and the interface 
temperature at the interface of a growing bubble are predicted analytically and their 
effect on the heat transfer is estimated. The present model is compared with the 
theoretical model of Calus and Leonidopoulos (1974), and two empirical models, 
Calus and Rice (1972) and Fujita et al. (1996). The present model is able to predict 
the heat transfer coefficients and their trends in azeotrope forming mixtures (benzene/ 
methanol, R-23/R-13 and R-22/R-12) as well as mixtures with widely varying boiling 
points (water/ethylene glycol and methanol/water). 

1 Introduction 

Boiling of binary and multicomponent mixtures constitutes 
an important process in chemical, process, air-separation, re­
frigeration, and many other industrial applications. Reboilers 
feeding the vapors to distillation columns and flooded evapora­
tors generally employ pool boiling, while the in-tube evapora­
tion process involves flow boiling. Although the multicompo­
nent boiling is of greater interest from a process standpoint, a 
fundamental understanding of the mechanism can be obtained 
first with binary mixtures. 

The present work is directed toward reviewing the existing 
theories on pool boiling heat transfer with binary mixtures, and 
developing a theoretical model to predict the effect of mass 
diffusion on heat transfer. The results from the model will be 
compared with the available experimental data for water/ethyl-
ene glycol, methanol/water, benzene/methanol, R-22/R-12, 
and R-23/R-12 systems. The model will be extended to flow 
boiling heat transfer with binary mixtures in Part II of this 
paper. 

2 Review of Previous Work 

2.1 Pool Boiling Models and Correlations for Binary 
Mixtures. Table 1 provides a summary of some of the im­
portant models and correlations available in the literature. Suc­
cess of a purely theoretical treatment of this subject has been 
limited and these investigators have generally resorted to empir­
ical methods. 

Stephan and Korner (1969) recognized the importance of the 
term \yx — X\\ in the reduction of heat transfer with binary 
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mixtures. An empirical constant specific to the mixture was 
introduced along with a pressure correction. Several later inves­
tigators modified this equation, and provided values of the em­
pirical constant for specific binary systems. Jungnickel et al. 
(1979) modified this correlation by including a heat flux multi­
plier, g<a48+01V, Using their own experimental data, Jungnickel 
et al. determined the values of the empirical constant KiT for 
R-23/R-12 and R-22/R-12 systems. 

Calus and Rice (1972) were among the first investigators to 
develop an empirical model based on the bubble growth theories 
presented by Scriven (1959) and Van Stralen (1967). The term 
representing the reduction in bubble growth in binary systems 
was used to represent the reduction in heat transfer rate directly 
in the pool boiling correlation. Starting with the term [1 + | Vi 
- xx \(K/Dl2)

05(cp/AhLG)(dT/dx1)]~l, Calus and Rice empiri­
cally observed that it could be reduced to a simpler form, [ 1 + 
|yi - X\\(K/D12)

05]~\ while retaining the same functional 
dependence for isopropanol/water, acetone/water, and water/ 
glycerol mixtures. Further, an exponent of 0.7 was added to 
this term as it provided a better match with the experimental 
data. Since their method yields the pool boiling coefficients 
directly, it cannot utilize the more accurate pure component 
correlations or data available in the literature. Their model was 
unable to predict the severe suppression seen in their own exper­
imental data. 

Calus and Leonidopoulos (1974) provided a model based on 
theoretical considerations. They retained the entire term [1 + 
|yi - Xi\(K/Dt2)

0\cp/AhLc)(dT/dx)]-] in Calus and Rice's 
model, and dropped the empirically derived exponent of 0.7. 
Although this model could not represent the effect of composi­
tion on heat transfer well, it provided a lower mean error than 
the Stephan and Korner (1969) and Calus and Rice (1972) 
correlations. 

Schltinder (1982) introduced the difference between the satu­
ration temperatures of the pure components at the same pressure 
as a parameter in his correlating scheme. Also, a correction 

380 / Vol. 120, MAY 1998 Copyright © 1998 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



factor incorporating the mass transfer coefficient was introduced 
to modify Stephan and Korner's (1969) correlation. The value 
of the mass transfer coefficient was calculated from the experi­
mental data and was found to be in agreement with the values 
observed in the case of falling film evaporation. In the absence 
of any reliable method to predict this coefficient, it was treated 
as an empirical constant specific to a system. Their correlation 
scheme, shown in Table 1, formed the basis for a number of 
modifications proposed later in literature. 

Thome (1983) recognized the need to account for the rise in 
the saturation temperature at the liquid-vapor interface of a 
bubble. He introduced the boiling range (difference between 
the dew point and the bubble point temperatures at a given 
composition) as a parameter in reducing the available tempera­
ture difference with aPBfi = aPB,B,J[\ + ATbpl ATid\. Later, 
Thome and Shakir (1987) introduced the mass transfer correc­
tion factor proposed by Schltinder (1982) as shown in Table 1. 

Wenzel et al. (1995) followed a similar approach to 
Schltinder (1982), but set out to obtain the actual value of the 
interface concentration by applying the mass transfer equation 
at the bubble boundary. This approach required a knowledge 
of the mass transfer coefficient at the interface. It was empiri­
cally set at 10"4 m/s. The interface concentration was then used 
in determining the interface temperature. 

Fujita and Tsutsui (1994) modified Thome and Shakir's 
(1987) correlation by replacing the mass transfer term with a 
heat flux-dependent term as shown in Table 1. The empirical 
constant in their correlation was evaluated from the experimen­
tal data. Fujita et al. (1996) modified the Fujita and Tsutsui 
correlation by replacing the heat flux term with a term including 
the ideal wall superheat, ATid. They compared their correlation 
with several data sets from literature as well as with their own 
experimental results. The mean deviation between the predicted 
and experimental values ranged between 3.6 to 14 percent. 

2.2 Ideal Pool Boiling Heat Transfer Coefficient for 
Mixtures. There are two approaches followed in the literature 
for developing a pool boiling correlation for binary mixtures. 

In the first one, an ideal mixture heat transfer coefficient is 
defined on the basis of a mole fraction-weighted average of the 
wall superheat for the pure fluids, which results in the reciprocal 
mole average of the pure component heat transfer coefficients 
at the same temperature or pressure as the mixture: 

aPB,BJd 
Xl 

aPB,\ 

X2 

pcxT &PB,2 p or T. 
(1) 

The associated ideal temperature difference is obtained from a 
linear variation with mole fraction: 

ATld = XiATi + x2AT2 (2) 

Calus and Rice (1972) and Calus and Leonidopoulos (1974) 
used mass fractions instead of mole fractions in these equations. 
The effects of mass transfer resistance, and the rise in the inter­
face temperature, are then introduced to modify the equations 
in a semi-empirical way. 

The second approach for calculating the ideal heat transfer 
coefficient utilizes the pool boiling correlation using mixture 
properties, as followed by Thome and Shakir (1987). They 
employed the Stephan-Abdelsalam (1980) pool boiling corre­
lation using mixture properties. However, since correlations of­
ten introduce considerable errors in predicting pool boiling heat 
transfer coefficients for pure fluids, it becomes very difficult to 
separate the effects due to the pure fluid correlation error and 
the error associated with modeling the mixture effects. This 
approach is therefore generally not followed, and Eqs. (1) and 
(2) are used as the starting point. 

3 Estimating the Pseudo-Single Component Pool 
Boiling Heat Transfer Coefficient, apB^,psc 

The ideal heat transfer coefficient used in the literature is 
intended to represent the heat transfer coefficient of the mixture 
in the absence of any mass diffusion effects. It is determined 
by various investigators using one of the averaging techniques 

N o m e n c l a t u r e 

cp = specific heat, J/kg K 
D12 = diffusion coefficient of 

component 1 in mixture of 
1 and 2 

D°i2, D2, = diffusion coefficient of 
component 1 (2) present in 
infinitely low concentration 
of liquid mixture 

dB = departure bubble diameter, 
m 

FD = diffusion factor = alaid 

g - acceleration due to gravity 
in Eq. (4) 

g = (x, - xu)/(yu - xliS), de­
fined by Eq. (23) 

AhLG = latent heat of vaporization, 
J/kg 

Ja0 = modified Jakob number, de­
fined by Eq. (21) 

K, Ksl, Kp = constants employed in dif­
ferent correlations 

M = molecular weight 
m = mass flux, kg/m2 

p = pressure, Pa 
q = heat flux, W/m2 

R = bubble radius, m 
T = temperature, K 
t = time from bubble inception, 

s 

AT, bP • 

ArH = 

ATS 

= boiling point range, differ­
ence between the dew point 
and bubble point tempera­
tures 
wall superheat for ideal 
mixture as defined by ear­
lier investigators 
(Ts - rsat), K 

AT,, AT2 = wall superheats for compo­
nents 1 and 2 in pool boil­
ing 

vm,i, um,2 = molar specific volumes of 
components 1 and 2 in liq­
uid phase, m3/kg-mol 

Vi = volatility parameter, de­
fined by Eq. (33) 

x2 = mass fraction of compo­
nents 1 and 2 in liquid phase 

x2 = mole fraction of compo­
nents 1 and 2 in liquid phase 

y2 = mass fraction of compo­
nents 1 and 2 in vapor phase 

y2 = mole fraction of compo­
nents 1 and 2 in vapor phase 

z = distance from bubble inter­
face in liquid phase, m 

x, 

x, 

yi 

v 

a = heat transfer coefficient, W/m2 K 
/30 = contact angle, rad 
Sm = thickness of mass diffusion 

boundary layer, m 
T] = viscosity, kg/m s 
K = thermal diffusivity, m2/s 
\ - thermal conductivity, W/m K 
p = density, kg/m3 

a = surface tension, N/m 
4> = association parameter 

Subscripts 
1,2 = components of a binary system; 1 

= more volatile component 
avg = average 

B = binary 
BL = boundary layer 
D = mass diffusion 
G = vapor 
id = ideal 
L = liquid 
m = mixture 

PB = pool boiling 
psc = pseudo-single component 

s = liquid-vapor interface of a bubble 
sat = saturation 
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Table 1 Summary of some important methods for predicting pool boil­
ing heat transfer coefficients in binary mixtures 

Author and Year Correlation Scheme Comments 

Stephan and Kflmer 
(1969) 

<*tf 

l + ^l/l-*ll<0.88 + <XI2/») 

aa - reciprocal mole-fraction average 

The composition difference in the two 
phases was recognized as an important 
factor in the heat transfer reduction. 
Empirical constant A is specific to a 
mixture (range (0,43-0,56), p is in bar. 

Calus and Rice (1972). 
Binary mixtures of 
isopropanol with water 
and acetone. 

[ # ] K r ] "Vi>-i'">..>"j 
K, m pt{ga(pt -pa)]".E-empiricalcotutar 

A*. Pa * i \Sifii-PoV 

The diffusion resistance term derived by 
Van Stralen (1966) in bubble growth 
equation is applied to modify the pool 
boiling correlation. (Ci/AhyXdT/dx) 
term is neglected and an empirical 
constant is introduced. 

Calus and 
Leonidopoulos (1974). 
n-propanol/water. 

A7, = (A7;jr1+Arij:;)-

(Effectively, aa is reciprocal mass'fraction 
averaged value) 

This scheme introduces the averaging 
equation from pure-fluid temperature 
differences. Original form of diffusion 
resistance term by Van Stralen (1966) is 
retained without introducing empirical 
constants, 

SchJiinder (1982) 

= \,ft,=2x\0-'ml 
43 

aa - reciprocal mole-fraction average 

Introduced the boiling range of the 
respective pure components at the same 
pressure, and a term representing the 
mass transfer effects. B0 represents the 
evaporation component, assumed to be 
1, and pL set as a constant 

Thome and Shakir 
(1987). 
ethanol/water, 
acetone/water, 
ethanol/benzene, 
nitrogen/argon, 
nitrogen/oxygen, and 
nitrogen/methane 

I 

i+ 

Be = l , ^ £ = 3 x l 0 _ ' m / j 
aw - reciprocal mole-fraction average 

The boiling range and the mass 
diffusion effects from Schlunder's 
model were combined. New value o 
was determined empirically from 
experimental data sets, 

Wenzeletal. (1995). 
Binary mixtures of 
acetone, isopropanol, 
and water 

i + ( « M / 4 X r , - r ( , ( ) ' 
y,.. 

> exp BtpLpLMiJ' 
B„ = I,and pt =• \0-*m is 
otid" reciprocal mole-fraction average 

Bubble interface temperature replaces 
saturation temperature in calculating a. 
Empirically determined values of the 
constant, B* and mass transfer 
coefficient, pL, employed. 

Fujitaetal. (1996). 
methanol/water, 
ethanol/water, 
methanol/ethanol, 
ethanol/n-butanol, 
methanol/benzene, 
benzene/n-heptane, 
and water/ethylene 
glycol. 

-«)]; 

l+/:,(i^(,/A7'M)• 
."[l-expC-lSAT^/ir,, 

- reciprocal mole-fraction average 

It is an extension of earlier models by 
Stephan and Komer (1969), and 
Jungnickel et a). (1980). The mass 

. | diffusion effect expressed as an 
i|, ~ T><..i\f empirical function of boiling 

temperature range and difference in 
saturation temperatures of pure 
components at the same pressure. 

between the respective pure component values. Since the pool 
boiling heat transfer is a highly nonlinear phenomenon with 
respect to temperature difference or fluid properties, there is 
little justification in using any of these methods for determining 
an "ideal" value for the mixture. There is also no clear indica­
tion, or justification, as to the state at which the respective pure 
component values should be determined. All investigators listed 
in Table 1 have determined them at the same pressure as the 
mixture. Many investigators, however, including Gorenflo et al. 
(1988), have calculated the pure component values at the same 
reduced pressure as in the binary system. 

The concept of using the pure component correlation directly 
with mixture properties for estimating aid was proposed by 
Thome and Shakir (1987). In the present work, the pure compo­
nent values available from experiments are utilized, and the 
pure component correlation by Stephan and Abdelsalam (1980) 
is employed to apply the mixture property corrections. 

Stephan and Abdelsalem (1980) correlation for pool boiling 
of pure fluids 

&PB ±0.2s(&2-
dB \ AiT^a, 

KLPL 

adB 

AhLGd\ 

*l 
0 6 7 4 / „ „ \ —1.73 

PL ~ PaN 

PL 
(3) 

where dB is the departure bubble diameter given by 

dB = 0.8510a 
2a 

g(Pi ~ Pa) 
(4) 

In this correlation, the property effect on aPB can be expressed 
as follows by approximating (pL - pG) » pL, and introducing 
a constant C\ to replace other parameters: 

— ( f \T , -0 .674A t, 0.371 „0.297„-
aPB - (G,)7 s i U Aft i G pG a 

0.284 a 0.066 . 0.062„ 0.042 14 a 0.066 . 0.062 „ 
Pa PL C 

P,L (5) 

For conditions close to the critical point, the term (pL ~ Pa) 
could be retained and the equation modified appropriately. The 
last three properties, @0, pL, and cPiL in Eq. (5) , have relatively 
small values of exponents, and their effect could be neglected 
in comparison to other properties. For example, a twofold 
change in the contact angle will result in only a 4.7 percent 
change in a. Introducing another constant C2 in Eq. (5), the 
property effect can be expressed as: 

««, = (C2)Tj™Ah^lpG™a (6) 

For predicting the ideal mixture heat transfer coefficient 
based on Eq. (6) , the individual property variations with com­
position are needed. First, the following averaging equations 
are employed: 

and 

•'sat.m.avg ~~ -^Msat .1 > X21 sat,2 

Pa ,m,avg 

AhLG 
,m ,avg 

= XiCT, + X2a2 

«A,m,avg = -fl^Z.,! + X2\L,2 

(7) 

(8) 

(9) 

(10) 

(11) 

The average mixture heat transfer coefficient, aPBiBtme is defined 
as the heat transfer coefficient obtained with a pseudo-single 
component fluid having the mixture properties given by Eqs. 
(7) — (11). It can be found from Eqs. (6) — (11) by assuming 
Const.2 in Eq. (6) to be independent of mixture composition. 
Alternatively, the following averaging scheme is found to pre­
dict apB,B,avg directly from ax and a2 for pure fluids within less 
than 5 percent of the predictions from Eq. (6) even when the 
individual properties were varied by a factor of 2 - 3 . For this 
purpose, all mixtures investigated in this study were included 
in the analysis. 

Q>fl,B,£ = 0.5 
\ / X\ X2 

(XiOti + x2a2) + 1 
a, a2 

(12) 

This equation is used to find the average pool boiling heat 
transfer coefficient of the mixture with properties given by Eqs. 
( 7 ) - ( 1 1 ) in the absence of mass diffusion effects. The actual 
mixture properties are, however, different from those described 
by Eqs. (7) — (11), and can be obtained from the property infor­
mation for the particular binary system. The pseudo-single 
phase coefficient aPB:BiPSC for the mixture is based on the actual 
mixture properties, and the following equation is employed to 
incorporate this effect: 

<*/>fl,fl,psc — aPB.B 
Ah, 0.371 , 

LC,m \ I PG,,, 

\Ah, LG,avg Pc,a. 

V,,avg 
(13) 

The subscript " m " in this equation refers to the actual mixture 
properties, while "avg" refers to the average properties calcu-
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lated from Eqs. (7) — (11). For mixtures close to the critical 
state, the approximation (pL - pG) » pL is no longer valid, and 
Eq. (13) could be modified with the inclusion of pL and an 
appropriate reciprocal mass fraction weighted average for de­
termining puvg- In many cases, only one or two properties, such 
as surface tension, vapor density or saturation temperature, may 
exhibit severely nonlinear behavior. This is especially true in the 
low concentration region. In such cases, the property correction 
factors for only these properties may be employed in Eq. (13). 

The pseudo-single phase coefficient aPBM,psc defined by Eqs. 
(13) and (12) offers several advantages over the commonly 
used <XpB,BM- Actual mixture properties are employed in calcu­
lating aPB,B,pSc rather than using a general reciprocal mole or 
mass fraction-averaged equation to represent the property ef­
fects for all mixtures with different nonideal mixture character­
istics. Mixtures with a high degree of nonideality are therefore 
represented more accurately with the present method. The sec­
ond advantage is that the pure fluid coefficients a, and a2 can 
be calculated from any appropriate correlation, such as Stefan 
and Abdelsalam (1982), Gorenflo (1984), Rohsenow (1952), 
or any proprietary correlation technique. Note that the Stefan-
Abdelsalam correlation is used only to capture the effect of 
properties in the present analysis, and does not require its usage 
in estimating the pure component values. Alternatively, experi­
mental values of ct\ and a2, if available, could be directly em­
ployed in Eq. (13). A third advantage is that it is possible to 
use ai and a2 obtained at the same total pressure, or at the same 
reduced pressure, or at the same system temperature as the 
mixture while calculating afB,B,psc from the present method. Ex­
perimental data in laboratories is generally obtained by keeping 
the total pressure constant. 

4 Pool Boiling Heat Transfer Coefficient for Binary 
Mixtures 

The nucleate boiling heat transfer in a binary system is af­
fected by the changes in the nucleation and bubble growth 
characteristics. As a first step, the present analysis focuses on 
the effect of the changes in the bubble growth characteristics 
on pool boiling heat transfer. As a bubble grows, the more 
volatile component evaporates preferentially at the interface, 
thereby depleting the nearby liquid, and setting a diffusion pro­
cess from the bulk toward the interface. The equilibrium inter­
face phase concentrations are first calculated as a bubble grows 
asymptotically under the diffusion-controlled growth. A one-
dimensional transient heat and mass transfer analysis is then 
conducted to estimate the effect of mass diffusion on the heat 
transfer process. 

Liquid Concentration at the Interface. Consider a bubble 
growing on a heated wall in a binary system as shown in Fig. 
1. The mass concentration of the more volatile component 1 
varies from X\,s at the interface to xx in the bulk liquid across a 

Concentration 
boundary layer 
thickness, 8m 

• Bulk liquid, Xi 

Liquid-vapor interface, 
y1>s and x i s 

Fig. 1 Schematic representation of concentration around a bubble 
growing in a binary mixture 

concentration boundary layer of uniform thickness <5,„ around 
the bubble. According to Van Stralen (1979), the interface 
concentration reaches an asymptotic value during the bubble 
growth period. Consider an instant when the bubble radius is 
R and the concentration gradient in the liquid extends from R 
to R + 6m. The evaporated vapor leaves the interface at the 
equilibrium vapor phase concentration of yu. 

The increase in the pressure inside a bubble due to interface 
curvature is negligible in the latter stages of the bubble growth, 
during which the majority of the evaporation occurs. The system 
pressure is therefore used in determining the equilibrium con­
centrations at the interface. The concentration gradient in the 
vapor inside the bubble is neglected. The average concentration 
in the boundary layer is represented by Xi,flL]llvg. The higher 
concentration of component 1 in the vapor comes from its deple­
tion in the boundary layer. A mass balance of component 1 in 
the boundary layer thickness <5„, and inside the bubble yields: 

1 R Po, s 
X],BL,mg — Xi — — — — (,yi„, — X\) 

3 o,„ pL 

(14) 

Following the analysis by Mikic and Rohsenow (1969) for 
transient heat transfer under one-dimensional assumption with 
a planar interface, the liquid concentration at a distance z from 
the interface at any instant t from the bubble inception is ob­
tained from a similar one-dimensional transient mass transfer 
analysis on a semi-infinite surface and is given by: 

x\,i 

X\ ~ X\j 
erf (15) 

The thickness of the concentration boundary layer is given by: 

6„, = (TvDl2t)"
2 (16) 

Combining Eqs. (15) and (16), 

X\,z ~ Xu _ e r f (H_ z_ 

X\ X\j, 2 6, 
(17) 

Integrating Eq. (17), the average concentration in the boundary 
layer can be obtained in terms of the bulk and the interface 
liquid compositions as follows: 

-El.fl/^.avg X\ 

X\ s X\ 
= 0.313 (18) 

Combining Eqs. (14) and (18), the interface concentration x u 

is obtained: 

xu = xi - 1.06 — — (yhs - x,) 
Vm PL 

(19) 

R is obtained by applying the bubble growth equations devel­
oped by Van Stralen (1975) for the one-dimensional planar 
approximation. 

R = —nr JaoUO1 

7T ' 

(20) 

where Jao is the modified Jakob number to account for the mass 
diffusion effects and the rise in the interface temperature. It is 
given by 

Ja0 = 
{Tw TLMO 

te) [AhLO + / K \"2A7;S1 
. cp,L \Dl2) g 

(21) 

and AT, and g are given by 

^ * s = ' sat.A- — 1 sa (22) 
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and 

X\ — X\j 

yu X\,s 
(23) 

Dividing Eq. (20) by Eq. (16), the ratio R/6m is obtained as 

- = - Jao — (24) 
om n \DnJ 

FD 
D\2 \ X\ — X\r, Ah,, 

yi,s ~ M cp(Tw — Ts!it) 
(31) 

Equation (31) can be further simplified by substituting for (xt 

~ Xij)/(y\j, — Xi) from Eq. (25) as follows: 

FD 
2.13 1 

1 + 
Cp,L 

Ah,, 

1/2 AT, 

g I 

(32) 

and the interface concentration is obtained by combining Eqs. 
(19) and (24) as: 

2.13 \ 1/2 

x\,s = x, Jaol — I — (yu - xi) (25) 
7T \Dl2/ pL 

It can be seen from Eq. (25) that the interface concentration is 
independent of time t, and it represents the asymptotic value 
reached at the interface. 

Effect of Mass Diffusion Resistance in Liquid at Interface 
on Pool Boiling Heat Transfer. The more volatile compo­
nent diffuses from the bulk, which has a higher concentration 
toward the bubble interface. The following analysis is presented 
for the case where the mass diffusion is the controlling mecha­
nism for heat transfer, and limits the availability of the more 
volatile component at the interface. 

The pool boiling heat transfer coefficient for a binary mixture, 
aBtPB, is expressed in terms of the pseudo-single component 
heat transfer coefficient as: 

<XPB,B — <XPB,BMCFD 

where FD is the diffusion-induced suppression factor to account 
for the reduction in the heat transfer coefficient due to the mass 
diffusion effects. The heat transfer coefficient is assumed to be 
proportional to the evaporation rate at the bubble interface. FD 

is then obtained by comparing the mass transfer rates with and 
without the diffusion resistance. In the absence of mass diffu­
sion effects, the interface temperature corresponds to the satura­
tion temperature of the bulk liquid, and following the analysis 
by Van Stralen (1979), the heat flux due to transient conduction 
at the interface under one-dimensional approximation is given 
by: 

is 
"*. ( *w J sal) 

(TTKty2 

The resulting evaporation mass flux is given by: 

Ah,, Ah, (TlKt)1 

(27) 

(28) 

A similar analysis could be conducted for the mass diffusion 
in the boundary layer. For relatively low values of the total 
mass flux, the transient mass diffusion equation similar to Eq. 
(27) can be applied for the diffusion of component 1 toward 
the interface. The resulting mass flux is given by: 

pLDn(x, - xUs) 

(nDl2ty
2 (29) 

The total evaporation rate in the binary system is obtained by 
dividing Eq. (29) with (yhs — JCi): 

ml. PLDV. X\ -^l„( 

(yi,» - x,) (•nDnt)
U2 yUs - x, 

(30) 

The reduction in the heat transfer coefficient, represented by 
the factor FD, is obtained by comparing the two evaporation 
rates given by Eqs. (28) and (30): 

Equation (32) represents the suppression factor in the diffusion-
controlled region. At small values of the parameter (ATJg), 
such as near the azeotropic compositions, or in the vicinity of 
pure fluids, Eq. (30) will not be applicable as the total mass 
flux is much higher than the diffusion flux. Also, the diffusion 
factor FD should reduce to 1 to represent the pure fluid case. In 
the present work, this transition is seen to occur at (ATs/g) « 
0.3. 

Further simplification is obtained by using the slope of the 
bubble point curve, and using yj in-stead ofyUs and introducing 
a new parameter V\, called the volatility parameter: 

cp,L 

AhLG 

K dT 

dxi 
(y\ - *i) (33) 

At V, = 0.005, the bracketed term in Eq. (32) is close to 1, 
and a linear interpolation is used in the region 0 < Vx < 0.005, 
with FD = 1 at V, = 0, and FD = 0.678 at V, = 0.005. The 
final expression for FD is given below. 

(26) Final Expression for FD 

For V, > 0.005 

FD = 0.678 

.1 + 
Cp,L 

Ak,r, 
AT, 

(34) 

For 0 < V, 0.005, 

FD = 1 - 64.0V! (35) 

Although the expression derived here for FD looks similar to 
that of Calus and Leonidopoulos (1974) except for the leading 
constant, there is another major difference. The expression for 
g incorporates the vapor phase composition, yu at the interface 
condition, and not yt, corresponding to the bulk condition. This 
requires the calculation of interface compositions using Eq. 
(25). An iterative scheme is therefore needed to solve this set 
of equations. Note that the graphic method of determining ATJ 
g employed by earlier investigators is no longer applicable; 
however it can be used to calculate Vi. Using y, in stead of yhs 

introduces an error that is significant for mixtures with large 
V\, such as water/ethylene glycol. 

5 Usage of the Equations 

The binary pool boiling heat transfer coefficient is given by 
Eq. (26) in conjunction with Eqs. ( 3 3 ) - ( 3 5 ) . Ar s and g are 
obtained from Eqs. (22) and (23), and the interface concentra­
tion is obtained from Eq. (25) with Jao from Eq. (21). An 
iterative procedure is needed to find xhs and a. The following 
procedure is recommended. 

1 Calculate TSM corresponding to the bulk liquid concentra­
tion and system pressure. 

2 Assume xhs. Determine r s a u and yhs from the thermody­
namic property data for the mixture. 

3 Assume a and calculate Tw = Tsm + qla. 
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4 Calculate Ja0, AT, and g from Eqs. (21) - (23). 
5 Calculate xUs from Eq. (25). 
6 Calculate V\ from Eq. (33). 
7 Calculate a from Eq. (26). 
8 Iterate steps 2 through 7 until * u and a are converged. 

The diffusion coefficient Dn is obtained from Eqs. (36) and 
(37) given in the next section. 

6 Comparison With Experimental Data 
The model developed in this work is compared with the 

experimental data available in the literature. For this purpose, 
the data reported by Fujita et al. (1996) on ethylene glycol/ 
water, methanol/water, and methanol/benzene systems, and by 
Jungnickel et al. (1979) on R-22/R-12 and R-23/R-13 are uti­
lized. The mixtures represent diverse combinations; the ethylene 
glycol/water system has a large difference in volatility and 
boiling points of the two components, and methanol/benzene, 
R-23/R-13, and R-22/R-12 have azeotropic combinations in 
certain ranges of pressure and temperature. The properties of 
the mixtures were obtained from NIST (1995) and HYSIM 
(1996) programs. The diffusion coefficients were calculated 
following the procedure outlined by Kandlikar (1975), with the 
thermodynamic factor set equal to 1 in the Vignes correlation 
(1971): 

Water/Ethylene Glycol, p=100kPa 

Dn = (Dn)XD2ty (36) 

This correlation was found to be very suitable for nonideal 
mixtures. D°2 and D°i in this equation are self-diffusion coeffi­
cients given by the Wilke-Change (1955) correlation 

(4>M2y
nT 

VL,2Vm,l 
(37) 

M is the molecular weight, and </> is the association factor for 
the solvent (2.26 for water, 1.9 for methanol, 1.5 forethanol, 1.9 
for ethylene glycol, and 1.0 for unassociated solvents including 
benzene, ether, heptane, and refrigerants; Taylor and Krishna, 
1993; Wilke and Chang, 1955), and um>1 is the molar specific 
volume of component 1. 

Figure 2 shows a comparison of the ideal heat transfer coeffi­
cient, aPB,Bjd, used by previous investigators, and the proposed 
pseudo-single component heat transfer coefficient, aPBMiPSC for 
ethylene glycol mixture at 100 kPa. It can be seen that the two 
are quite different over the concentration range. The main rea­
son for this difference is the abrupt change in the vapor density 
with the slight addition of water to pure ethylene glycol. The 
resulting bubbles in the mixture have a high concentration of 
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Fig. 3 Comparison of present model and Calus-Leonidopoulos (1974) 
model with experimental data of Fujita et al. (1996), water/ethylene/ 
glycol, p = 100 kPa 

water vapor. Pool boiling heat transfer is expected to be affected 
by this behavior. aPB:BM does not reflect this property effect, 
and therefore shows an almost monotonous variation with the 
composition. For azeotropic compositions, afBJ,iPSC represents 
the heat transfer coefficient for the mixture without the diffusion 
effects, and is expected to be more accurate than 

Figure 3 shows a comparison of the experimental data of 
Fujita et al.'s (1996) for ethylene glycol/water mixtures with 
the theoretical model of Calus and Leonidopoulos (1974) and 
the present model at 100 kPa and three values of heat flux. The 
Calus-Leonidopoulos model predicts reasonably well for low 
concentrations of water, but overpredicts in the rest of the range. 
The present model shows an excellent agreement over the entire 
range for all the three heat fluxes with an average error of less 
than 12 percent. 

Figure 4 shows a comparison of the same data of Fig. 3 with 
the two empirical correlations, those of Calus and Rice (1972) 
and Fujita et al. (1996). It can be seen that both correlations 
perform well at lower water concentrations, while that of Fujita 
et al. is slightly better in the higher concentration range. It may 
be noted that the data set under discussion was used by Fujita 
et al. (1996) in their correlation development. 

Figure 5 shows a comparison of the present data with the 
data of Fujita et al. on methanol/benzene at 100 kPa, similar 
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of pseudo-single component and ideal heat transfer 
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Fig. 4 Comparison of Fujita et al. (1996) and Calus and Rice (1972) 
correlations with data of Fujita et al., water/ethylene glycol, p = 100 kPa 
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Fig. 7 Comparison of present model and Calus and Leonidopoulos 
(1974) model with experimental data of Jungnickel et al. (1979), R-22/ 
R-12, g = 40 kW/m2 

to the comparison in Fig. 3. The present model shows the same 
behavior as the data, and accurately predicts the behavior near 
the azeotropic composition. It underpredicts the heat transfer 
coefficient at higher heat fluxes and at higher concentrations of 
methanol. However, the mean error is less than 12 percent for 
each heat flux data set. The Calus and Leonidopoulos (1974) 
model is not able to predict the suppression in the range between 
the pure component and the azeotropic compositions. The main 
reason is that the ethylene glycol has a large dT/dxi slope, and 
the concentration difference between the two phases at interface 
is quite high. For methanol/benzene, the slope dT/dx, is not as 
steep, and the concentration difference between the two phases 
is also smaller. 

Figure 6 shows the comparison with the data of Fujita et al. 
for methanol/water at 100 kPa and three values of heat fluxes. 
The agreement between the present theoretical model and the 
experimental data is excellent in the entire range resulting in 
an absolute deviation between 5.6 and 9.3 percent. The model 
slightly overpredicts the suppression at higher heat fluxes, still 
within less than 10 percent mean error. The Calus and Leonido-

soooo 

• • - - Experimental data, Fujita et al. (1996) 

Calus and Leonidopoulos (1974) 

Present model 

poulos model shows a behavior similar to the methanol/benzene 
mixture. 

Figure 7 shows the comparison with the data of Jungnickel et 
al. (1979) for R-22 /R-12 refrigerant mixtures for three different 
pressures. The agreement between the proposed method and 
data is very good at higher pressures. At low pressure, however, 
the proposed method predicts a lower value of heat transfer 
coefficient. The Calus-Leonidopoulos (1974) model consis­
tently overpredicts over the entire range. To investigate the 
pressure effect further, the correlation of Fujita et al. (1996) is 
also shown in Fig. 7. Their correlation does well for the low-
pressure data, but overpredicts considerably at higher pressures. 
It was not possible to make any conclusive comments on these 
trends. 

Figure 8 shows the comparison with the R-23/R-13 data of 
Jungnickel et al. (1979). For this set, the present model is able 
to predict the heat transfer coefficient quite well for high as 
well as low-pressure data sets, with an average error of less 
than 15 percent. The Calus and Leonidopoulos (1974) model 
is unable to predict the mixture effects in the entire range. 

7 Conclusions 
The following conclusions are drawn from the present work: 

1 The ideal heat transfer coefficient, OCPB,BMI u s e d by earlier 
investigators does not truly represent the pool boiling heat trans-
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Fig. 6 Comparison of present model and Calus and Leonidopoulos 
(1974) Model with experimental data of Fujita et al. (1996) methanol/ 
water, p = 100 kPa 

0.2 0.4 0.6 0.8 1 

Mass Fraction of R-23 

Fig. 8 Comparison of present model and Calus and Leonidopoulos 
(1974) model with experimental data of Jungnickel et al. (1979), R-23/ 
R-13, d = 40 kW/m2 
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fer of binary mixtures before incorporating mass diffusion ef­
fects. A new pseudo-single component pool boiling heat transfer 
coefficient, aPBiBiPSC, is proposed to account for the property 
effects in binary mixtures. 

2 A theoretical model is developed to calculate the equilib­
rium concentrations at the interface of a bubble as it approaches 
the asymptotic growth condition. This is a major improvement 
over Schliinder's (1982) model, which assumes a constant value 
of the mass transfer coefficient in the liquid at the interface. 

3 The heat transfer coefficient for the binary mixtures is 
derived, based solely on theoretical considerations, by applying 
the transient one-dimensional model for heat and mass transfer 
at the liquid-vapor interface of a bubble under diffusion-con­
trolled growth conditions. In the region where both heat and 
mass transfer effects are important, a volatility parameter V{, 
represented by V{ = (/c/D12)a5(Cp/A/tiG)(l(yi - Xi)dT/dx1\), 
is utilized to represent the mixture effects. 

4 The present model is compared with the other theoretical 
model available in the literature by Calus and Leonidopoulos 
(1974) for five data sets covering a wide range of volatility 
difference and boiling temperature range, including azeotropic 
combinations. The Calus-Leonidopoulos model is unable to 
predict the heat transfer coefficients and their trends accurately, 
generally overpredicting in the entire range. The present model 
is able to predict the heat transfer coefficient quite well, compa­
rable to one of the latest empirical methods proposed in litera­
ture by Fujita et al. (1996), developed using the same data sets 
as used in the present comparison. 

5 The final expression for the present model is given by 
Eq. (26) in conjunction with Eqs. (26), (13), (12), (7) - ( 1 1 ) , 
(34), (35), (25), and (21) - ( 2 3 ) . The procedure for calcula­
tion is outlined in section 4 under usage of the equations. 

6 It is recommended in future to incorporate the effects 
resulting from the changes in the nucleation characteristics with 
binary mixtures by conducting experimental as well as analyti­
cal work in this area. 
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Boiling Heat Transfer With 
Binary Mixtures: Part I I — 
Flow Boiling in Plain Tubes 
Flow boiling heat transfer with pure fluids comprises convective and nucleate boiling 
components. In flow boiling of binary mixtures, in addition to the suppression effects 
present in pool boiling, the presence of flow further modifies the nucleate boiling 
characteristics. In the present work, the flow boiling correlation by Kandlikar (1990, 
1991b) for pure fluids is used as the starting point, and the mixture effects derived 
in Part I (Kandlikar, 1998) of this paper are incorporated. Three regions are defined 
on the basis of a volatility parameter, Vt = (Cp/AhLG)(K/D]2)

1/2\(yi — x,)dT/ 
dxt\. They are: region I—near azeotropic, region II—moderate diffusion-induced 
suppression, and region III—severe diffusion-induced suppression. The resulting 
correlation is able to correlate over 2500 data points within 8.3 to 13.3 percent mean 
deviation for each data set. Furthermore, the a-x trend is represented well for R-
12/R-22, R-22/R-114, R-22/R-152a, R-500, and R-132a/R-123 systems. Electrically 
heated stainless steel test sections as well as fluid-heated copper test sections are 
both covered under this correlation. 

1 Introduction 
Heat transfer in flow boiling of binary mixtures is receiving 

increasing attention in the refrigeration industry as refrigerant 
mixtures are being evaluated to replace the conventional pure 
refrigerants. The advantages of using refrigerant mixtures over 
pure refrigerants include the improvement of coefficient of per­
formance, better match with the product thermal load, and safer, 
environmentally friendly refrigerants. The pure refrigerant sys­
tems in reality contain binary mixtures with the presence of 
dissolved oil. While ternary refrigerants (four components with 
oil) are currently being tested as potential replacements, a fun­
damental understanding of binary systems is essential before 
attempting multicomponent heat transfer modeling. Among 
other applications, chemical, petrochemical and process indus­
try applications of binary mixtures are noteworthy. 

2 Review of Literature 

There are relatively few studies available in the open litera­
ture on modeling the flow boiling heat transfer compared to 
those on pool boiling of binary mixtures. Table 1 provides a 
summary of some of the available correlations. One of the early 
developments was proposed by Calus et al. (1973) who ex­
tended the pool boiling suppression factor derived by Calus and 
Rice (1972). Calus et al. modified an existing flow boiling 
correlation, which included only the convective term, and intro­
duced an additional correction factor to account for the rise in 
the saturation temperature at the liquid-vapor interface of a 
bubble. As their correlation did not include a nucleate boiling 
term, it underpredicted the results considerably at higher heat 
flux. 

Bennett and Chen (1980) presented a correlation scheme 
based on the Chen (1966) correlation. The convective compo­
nent was modified to incorporate the bubble interface tempera­
ture. The suppression factor suggested by Calus and Leonido-
poulos (1974) for pool boiling was introduced in the nucleate 

Contributed by the Heat Transfer Division and presented at the National Heat 
Transfer Conference, Baltimore, Maryland, August 8-12, 1997. Manuscript re­
ceived by the Heat Transfer Division November 19, 1996; revision received 
January 30, 1998. Keywords; Boiling, Evaporation, Phase-Change Phenomena. 
Associate Technical Editor: M. S. Sohal. 

boiling term with some modifications. The mass transfer coeffi­
cient in the liquid near a bubble interface was calculated from 
a correlation with the same form as the Dittus-Boelter correla­
tion for heat transfer, but employing the Sherwood and Schmidt 
numbers and the same values of constants, although these con­
stants were ohtained independently from their own data sets. 
Jung (1988) found that the Chen correlation overpredicted the 
heat transfer coefficient for pure refrigerants, and the Bennett 
and Chen correlation was unable to correlate the heat transfer 
data for refrigerant mixtures. 

Jung (1988) conducted an extensive study on the flow boiling 
of refrigerant mixtures of R-12/R-152a, including azeotrope 
R-500, and R-22/R-114. He developed a correlation shown in 
Table 1, using an ideal heat transfer coefficient for mixtures in 
flow boiling, similar to that employed for pool boiling by earlier 
investigators. This approach implicitly incorporates the convec­
tive component of flow boiling in the averaging scheme. Jung's 
correlation utilizes the phase equilibrium data, and critical pres­
sure and temperature, along with 25 constants, which were de­
termined empirically from their own experimental data sets. 

Kandlikar (1991a) extended his earlier pure component flow 
boiling correlation (Kandlikar, 1990) to binary mixtures as 
shown in Table 1. It was postulated that only the nucleate boil­
ing component would be affected in binary systems due to 
diffusion effects, which were modeled after a semi-empirical 
approach proposed by Calus and Rice (1972) for pool boiling. 
The results were satisfactory when compared to Jung's (1988) 
data. However, with the availability of new data sets, it was 
seen that the Kandlikar (1991a) correlation for binary mixtures 
yielded larger errors, usually underpredicting the mixture ef­
fects. One of the main reasons was the inability of the underly­
ing Calus and Rice's suppression model to predict the severe 
suppression seen for mixtures with large volatility differences 
as shown in Part I. 

3 Objectives of the Present Work 
From this discussion it can seen that there is a need for 

developing a flow boiling correlation applicable to binary sys­
tems and azeotropes, particularly with the current interest in 
refrigerant mixtures. The present work is aimed toward incorpo­
rating the pool boiling model developed in Part I of this paper 
in a flow boiling model for binary mixtures. The new model is 

388 / Vol. 120, MAY 1998 Copyright © 1998 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Summary of available methods for predicting binary flow boiling 
heat transfer 

Authors 
(Year) 

Correlation Comments 

Calus et al. 
(1973) 

Bennett 
and Chen 
(1980) 

Jung 
(1988) 

Kandlikar 
(1991) 

( a J P / a I ) . a 0 6 5 ( l / . r „ X r I a / « ' w X < W ^ ' " i ) 0 9 f ° 6 ; 

f' l-(M-»lX<W'%'X*'A2)<"<<T'*l> 

o.ooi^^»^2«&^)/(^„P*2WMXin«)™(«5.)raSBR.w 

SB'V-<fp.LlhvM-'iWld>\lKlDnfiS. 

S t y . B s i l l W / * ^ H&lck)Ly?r1,+\)n)°iu; 

S - Chen (1966) Suppniuion factor. Junction of Re^ 

air*(NICvN)tiijH+CmeFpaL 

N = 404BX„Bct" for X„ < \,N . 2-0.1 .f,,""-2^.."033 for \SX„<. 5, 

« M = 2 0 7 ( ^ . / i a ) [ , l . j / ( 4 7 i o , ) ] 0 ™ ( f l , - p t )
l l - ! 8 1 P r P 3 ; 

b4 = O.0U6/9 {2<r/[g((«- - pi))\0iwlthp - 35"; 

F , . 2.37(0.29 + 1 /* , , ̂ Q f l , - ( l + (l>2 + f>>Xl + »4X1+l'S>. 

*2o(l-»,)ln|<1.01-ii);(1.01-jr1)] + «1ln<»,/Ji) + |« , -y l |
1 5 ; 

», . 0 /or i , 2 0.0 l;t) - (5| Inf - \forx\ < 0.01;*4 - 152(p / J W ) 3 ' ; 
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« ! W " « l ' C I W ; a | . [ x 1 / < < , + J 2 / « 2 r 1 ; Q » . - l - 0 . 3 s ( ^ - y , | 

"AW 

Considers only convective 
contribution, large errors are 
seen when nucleate boiling 
is present. 

Mass transfer analogy 
employed to predict the 
suppression in nucleate 
boiling. Convective 
component modified 
through a temperature 
difference correction term. 

The ideal mixture a concept 
for pool boiling is extended 
for flow boiling. It causes 
the averaging of the 
convection contribution as 
well from the pure 
component flow boiling a 
values. A large number of 
empirically determined 
constants are introduced. 

The nucleate boiling term 
was modified to account for 
the mixture effects. 

Calus et al. 
(1973) 

Bennett 
and Chen 
(1980) 

Jung 
(1988) 

Kandlikar 
(1991) 

«Cmv and a^ ! obtained from Kandlikar (1990) correlation for flow boiling 

Considers only convective 
contribution, large errors are 
seen when nucleate boiling 
is present. 

Mass transfer analogy 
employed to predict the 
suppression in nucleate 
boiling. Convective 
component modified 
through a temperature 
difference correction term. 

The ideal mixture a concept 
for pool boiling is extended 
for flow boiling. It causes 
the averaging of the 
convection contribution as 
well from the pure 
component flow boiling a 
values. A large number of 
empirically determined 
constants are introduced. 

The nucleate boiling term 
was modified to account for 
the mixture effects. 

tested with the experimental data available from five different 
sources covering a broad range of variables. The parametric 
trends in the flow boiling heat transfer with binary mixtures are 
also investigated. 

4 Development of a Flow Boiling Model for Mixtures 

4.1 Pure Component Correlation (Kandlikar, 1990). 
In developing the present model, the Kandlikar (1990) correla­
tion is used as the starting point. This correlation was able to 
represent the dependence of a on quality x, mass flux G, and 
heat flux q. The flow boiling correlation for pure fluids is as 
follows: 

aTP = larger of 
f aTPi 

I aTP,t 
NBD 

,CBD 
(1) 

The subscripts NBD and CBD in Eq. (1) refer to the nucleate 
boiling dominant and the convective boiling dominant regions, 
for which the respective aTP are given by: 

arP.NBD = 0.6683Co-°2(l - x)MaLO 

+ 1058.0Bo°'7(l - x)0*FrlaLO (2) 

and 

a^.cBD= U36Co-° '9( l -x)°*aL0 

+ 661.2Bo01(\ - x)oiFFlaLO (3) 

Additionally, for horizontal tubes with Froude number, FrL0, 
less than 0.04, a multiplier (25FrLO)0324 is applied to the first 
terms in Eqs. (2) and (3). For FrLO > 0.04, and for vertical 
tubes no correction is needed. This correction is usually not 
needed for the range of mass fluxes employed in the refrigerant 
evaporators. 

Ffi in Eqs. (2) and (3) is a fluid-surface parameter related to 
the nucleation characteristics. Table 2 lists its value for several 
refrigerants. The single-phase heat transfer coefficient, aL0, is 
obtained from the Petukhov and Popov (1963), and Gnielinski 
(1976) correlations, as suggested later by Kandlikar (1991b). 

Petukhov and Popov (1963) for 0.5 s PrL s 2000 and 10" 
< ReLO s 5 x 10": 

NuLO = aLODI\L = ReL0 PrL( / /2) / 

[1.07 + 12.7(PrP - l)( / /2)0-5] (4a) 

Gnielinski (1976) for 0.5 < PrL =s 2000 and 2300 =s ReL0 

< 10": 

NuL0 = aL0DI\L = (ReLO - 1000) PrL(/72)/ 

[1.0 + 12.7(Pr?./3 - l ) ( / / 2 ) 0 5 ] (4b) 

Nomenclature 

Co 

D 
D,2 

Bo = boiling number = 
q/(GAhLa) 

= specific heat, J/kg K 
= convection number = 

(p c /^)° ' 5 (U -x)lx)0i 

= diameter of tube, m 
= diffusion coefficient of com­

ponent 1 in mixture of 1 
and 2 

D°n, D°n — diffusion coefficient of com­
ponent 1 present in infinitely 
low concentration of liquid 
mixture 

/ = friction factor 
FD = diffusion factor = alaid 

Fn = fluid-surface parameter, val­
ues listed in Table 2 

FrLO = Froude number with all flow 
as liquid = G2/(p2gD) 

G = mass flux, kg/m2s 
g = = (xi - xu)/(yu - xu) 

AhLG = latent heat of vaporization, 
J/kg 

Jao = modified Jakob number, de­
fined by Eq. (12) 

M = molecular weight 
q = heat flux, W/m2 

Pr = Prandtl number = cpr\lK 
Re = Reynolds number = GDIr\ 

T = temperature, K 
Ar t = ( r v - r s a t ) , K 

,i, vm2 = molar specific volume of 
components 1 and 2, 
m3/kg-mol 

V-i = volatility parameter, defined 
by Eq. (6) 

x = quality 
X\, X2 = mass fraction of components 

1 and 2 in liquid phase 
)>i, )>2 = mass fraction of components 

1 and 2 in vapor phase 
jfi, x2 = mole fraction of components 

1 and 2 in liquid phase 
a = heat transfer coefficient, 

W/m 2 K 
r] = viscosity, kg/m s 
K = thermal diffusivity, m2/s 
X. = thermal conductivity, W/m K 
p = density, kg/m3 

a = surface tension, N/m 

4> = association parameter of the sol­
vent 

Subscripts 
1,2 = components of a binary system; 

1 = more volatile component 
B = binary 

CBD = convective boiling dominant 
D = mass diffusion 
G = vapor 
id = ideal 
L = liquid 

LG = latent quantity 
LO = entire flow as liquid 

m = mixture 
NBD = nucleate boiling dominant 

PB = pool boiling 
psc = pseudo-single component 

s = liquid-vapor interface of a 
bubble 

sat = saturation 
TP = two-phase 
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Table 2 Fluid-surface parameter FF, for refrigerants in copper or brass 
tubes 

The diffusion coefficient Dn was calculated as follows: 

Fluid FFi 

Water 1.00 

R-11 1.30 
R-12 1.50 
R-13B1 1.31 
R-22 2.20 
R-113 1.30 
R-114 1.24 
R-124 1.9 
R-134a 1.63 
R-152a 1.10 

For all fluids in stainless steel tubes, Fn=1.0 

The friction factor in Eqs. (4a) and (4b) is given by 

/ = [1.58 In ( R e L 0 ) - 3 . 2 8 ] - 2 (5) 

The first terms in Eqs. (2) and (3) for the NBD and CBD 
regions, respectively, represent the convective components, 
while the second terms, which include the heat flux, represent 
the nucleate boiling component. The demarcation between the 
NBD and CBD regions is made automatically by comparing 
«TP predicted by Eqs. (2) and (3), respectively, and taking the 
larger of the two as indicated by Eq. (1). 

4.2 Pool Boiling Model for Mixtures From Part I. The 
mixture effect in the nucleate boiling is derived on the basis of 
the diffusion-induced suppression factor FD presented in Part I 
of this paper. A volatility parameter V\ is used to distinguish 
between the regions where the diffusion effects are significant 
and where they are small as in azeotropic systems. 

Lp.Z, K 

AhLG \DU 

' dT 

dx\ 
(yi - xi) (6) 

The diffusion-induced suppression factor FD in pool boiling is 
given by the following equation. For Vi > 0.005, 

FD = 0.678 
1 

1 + <-Px K \ '"Ar, 
AhLGJ \D12J g 

(7) 

and for 0 < Vx =s 0.005, 

FD=\- 64.0V\ (8) 

The bubble interface concentration is given by: 

*,., = xx - (2.13/7r)Ja0(/c/D12),/2(pG/pJ,)(y1,s - x,) (9) 

where 

g = (xi - xu)/(yu - xu) (10) 

A7; = r s a u - rsat ( i i ) 

and the Jakob number for the binary system is given by 

Jao = 
(Pc/pL)[(AhLG/cp,L) + (K/Dl2)

U2(&Ts/g)] 
(12) 

Dn = (D°l2)HD°2iy> (13) 
D°2 and D2i in this equation are self-diffusion coefficients 
given by 

D°l2 = 1.1782 X 10-
r]Lavm,\ 

(14) 

4> is the association factor for the solvent (2.26 for water, 1.9 
for methanol, 1.5 for ethanol, 1.9 for ethylene glycol, and 1.0 
for unassociated solvents, including benzene, methane, and re­
frigerants). 

4.3 Flow Boiling Model for Binary Mixtures. The diffu­
sion-induced suppression factor FD given by Eq. (7) is derived 
for pool boiling. Before this factor can be applied to the nucleate 
boiling component in flow boiling, a valuable insight is obtained 
from a plot of wall superheat versus heat transfer coefficient 
obtained by Kandlikar and Raykoff (1997), shown in Fig. 1. 
The experiments were conducted with subcooled flow of water/ 
ethylene glycol solutions over a flat 9.5 mm circular heater 
placed flush on the lower wall of a 3 mm X 40 mm horizontal 
flow channel. Figure 1 shows the variation of heat transfer 
coefficient with wall superheat for pure water, and for 20-80 
percent mass concentration of water/ethylene glycol solution. 
The heat transfer coefficient with pure water is almost constant 
at lower values of wall superheat. Nucleation begins at ONB 
(onset of nucleate boiling), and a increases slowly with wall 
superheat. This region is similar to the CBD region. Beyond a 
certain value of wall superheat, a begins to rise rapidly due to 
increased nucleation activity, and this region corresponds to the 
NBD region. The results for the aqueous ethylene glycol solu­
tion, also shown in Fig. 1, indicate the same trend of slowly 
increasing a in the CBD region, but the sharp increase in a 
corresponding to the NBD region is not seen even for a super­
heat of 33CC. This shows that the nucleate boiling dominant 
region is not present, or pushed significantly toward the higher 
wall superheats for binary mixtures. Therefore, it can be sur­
mised that the convective mechanism is the dominant mecha­
nism in flow boiling of binary mixtures. 

From this discussion, it can be concluded that the CBD region 
extends into considerably higher values of wall superheats for 
flow boiling of binary mixtures. For conditions near azeotropic 
compositions, the pure component correlation should, however, 
hold good. For the conditions where the mixture effects are 
significant, the diffusion-induced suppression factor could be 

• 
• pure water 

?" ... A 20% water, 80% 

•8 12 ' • ethylene glycol 

1 
&* • 
XV I A 

% 3 • 8 •* , • A A 
S 
H A 

I 4; A 
A 

A 

0- 1 — 1 \— 1 1 1 1 

10 20 30 

Wall Superheat, Tyy-T,*, K 

40 

Fig. 1 Heat transfer characteristics of water/ethylene glycol solution 
under subcooled flow boiling, flow velocity = 0.4 m/s in 3 mm x 40 mm 
rectangular channel (Kandlikar and Raykoff, 1997) 
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applied to the nucleate boiling component in the CBD region 
correlation. The volatility parameter, V,, given by Eq. (6), 
derived for pool boiling of binary mixtures, is again utilized 
here to define three regions with different levels of diffusion-
induced suppression. The criteria identifying these regions are 
obtained by analyzing over 2500 data points for five different 
binary systems reported by five investigators. Table 3 gives the 
details of the experimental conditions and ranges of parameters 
for these data sources. The data contains the entire range of 
concentrations, including the azeotropes of R-12/R-22 and 
R-12/R-152a. 

The following correlation is presented to predict the flow 
boiling of binary mixtures. The properties of the mixtures at 
saturation are employed in the following equations. 

Flow Boiling Correlation for Binary Mixtures 

Region I: Near-azeotropic region; Vt < 0.03, 

arP,B = larger of < (15) 
la77>,«,CBD 

In this region, the general correlation for pure fluids is appli­
cable. aTP.NBD and aTp,cw> are obtained from Eqs. (2) and (3), 
respectively, using the mixture properties. The fluid-surface pa­
rameter is obtained as the mass fraction-averaged value given 
by the following equation: 

FF, = xxFtv + x2FF,,2 (16) 

Table 2 lists FFl for different refrigerants flowing in copper 
or brass tubes. FF! for all liquids in stainless steel tubes is 1.0. 

The near-azeotrope region covers azeotropes and low-volatil­
ity difference mixtures. Although the nucleate boiling may be 
slightly affected for these mixtures, its effect on the flow boiling 
heat transfer coefficient is insignificant. 

Region II. Moderate diffusion-induced suppression region, 
0.03 < V, < 0.2, and Bo > IE - 4, 

a w = aCBD,« = 1.136Co-M(l - x)MaLo 

+ 667.2Boa7(l - x)osFFlaw (17) 

FFI for mixtures is obtained from Eq. (16). In the moderate 
diffusion-induced suppression region, the nucleation effects are 
suppressed due to the mass diffusion resistance, and the convec-
tive heat transfer becomes dominant. In the CBD region, the 
bubble growth is primarily limited to the early stages in the 
growth cycle. The correlation for the CBD region without any 
suppression factor is therefore able to predict this region well. 

Table 3 Details of the experimental data available for flow boiling of 
binary mixtures 

Source 
(Year) 

Binary 
System 

Press, 
(bar) 

Tube/ 
Orient. 

Mass 
Fraction 

Quality 

III 

Mass Flux, 
kg/m's 

Jung et al 
(1988) 

R-12/R-152a 
R-22/R-U4 
R-500 

3.1-
4.8 

9 mm, 
SS, 
Hor. 

0-1 0-0.9 10-43 250-720 

Hihara et al. 
(1989) 

R-12/R-22 
R-22/R-U4 

0.23-
0.83 

8 mm, 
SS, Hor. 

0-1 0-1 5.8-28.5 100-350 

Takamatsu 
etal. 
(1993) 

R-22/R-114 4 -
8.1 

7.9 mm, 
Copper, 
Hor. 

0-1, 
Only 
O.Slused 

0-0.9 1.8-72.8 214-393 

Celata et al. 
(1993) 

R-12/R-114 10-
30 

7.57 
mm, SS, 
Hor. 

0 - 1 0 - 1 10-45 300 - 1800 

Murata and 
Hashizume 
(1993) 

R-34a/R-123 2.2 
and 
2.4 

10.3 
nun. 
Copper, 
Hor. 

90/30 
mole-
traction 

0.1-1 10-30 100-300 

Region III. Severe diffusion-induced suppression region, 
(a) for 0.03 < Vx < 0.2 and Bo =s \E - 4, and (b) V, & 0.2, 

aTFM = 1.136Co-M(l -x)°*au) 

+ 667.2Boa7(l - x)°*FFlaL0FD (18) 

This region covers the two ranges as indicated in (a) and (b) 
above. FD is obtained from 

FD = 0.678 [1 + ( c „ , t / M i 0 ) 

X (K/Dn)
U2\(yi - xMdT/dxM-' (19) 

where dT/dxi is the slope of the bubble point temperature versus 
x{ curve. Equation (19) is simplified from Eq. (7) to eliminate 
the iteration for the equilibrium concentrations at the interface. 
Instead, bulk liquid and vapor concentrations are used along 
with the slope of the bubble point curve. The error in FD due 
to this simplification is small, usually less than 5 percent for 
the refrigerant mixtures, and FD is applied only to the nucleate 
boiling term. The fluid-surface parameter FF, in these equations 
is obtained from Eq. (16). 

The severe diffusion-induced suppressed region is dominated 
by the convective effects. The nucleate boiling contribution in 
this region is further reduced due to the large difference in 
composition between the two phases, and the resulting mass 
diffusion resistance at the liquid-vapor interface of a growing 
bubble. 

4 Results and Discussion 

Table 3 shows the details of the experimental data sets used 
to compare the results from the correlation. The data covers a 
broad range of the volatility parameter, V,. Table 4 shows the 
mean deviation from each data set listed in Table 3. The ranges 
of Bo, Co, and V{ for each data set are also listed in Table 4. 
The correlation is applicable for qualities from near zero to 
about 0.8. The dry out and near-dryout regions are not covered 
by the correlation. The properties of the mixtures are evaluated 
using REFPROP by NIST (1995). 

It can be seen from Table 4 that the mean absolute error for each 
data set is between 8.3 and 13.3 percent. Additional discussion 
on the comparison for specific ranges of V, covering different 
suppression regions is presented in the following paragraphs. 

Region I—Near-Azeotropic Region. In this region, the 
compositions of the two phases are nearly equal. The data by 
Jung et al. (1988) on azeotrope R-500 are representative of this 
region. R-500, which is an azeotrope of R-12 and R-152a, 
shows a small volatility difference, with Vt in the range of 
0.0006-0.002. Figure 2 shows a comparison between the pre­
dicted and the experimental variation of a with quality x. It can 
be seen that the nucleate boiling dominant region at lower x 
and the convective boiling dominant region at higher x are well 
represented by the correlation. The mean absolute error for this 
data set is 11.4 percent. 

Some of the experimental data of Hihara et al. (1989) also 
fall in this region for the R-22/R-12 system. Figure 3 shows a 
comparison between the predicted and the experimental values. 
It can be seen that the trend in a versus x is well represented 
by the correlation showing the transition between NBD and 
CBD regions. No diffusion-induced suppression is observed in 
the entire region and the pure fluid correlation correctly repre­
sents a and its trends with x. 

Region II—Moderate Diffusion-Induced Suppression Re­
gion. This region covers the range 0-03 < Vt < 0.2 with Bo 
> IE - 4. In this region, the nucleate boiling dominant region 
is not present, and the heat transfer is mainly in the CBD region. 
However, the diffusion-induced suppression is quite moderate, 
and does not affect the nucleate boiling term in the CBD region. 
The data of Celata et al. (1993) for R-12/R-114 falls in this 
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Table 4 Parameter ranges of data sources and comparison with corre­
lation 

Data source Binary System Bo 
X 10e-5 

Co V Mean Abs. 
Deviation, % 

Jung et al. 
(1988) 

iih 

6.1-6.3 
8.8-71 
7.1-77 
7.5 - 77 

0.52-1.8 
0.01 - 1.45 
0.04 - 1.39 
0.01 - 1.83 

0.025-O.O44 
0,013-0.022 
0.1-0.72 
0.0006 - 0.002 

8 .3% 
10.4% 
13.0 % 
11.4% 

Hihara et al. 
(1989) 

R-12/R-22 
R-22/R-114 

47-61 
37-60 

0.01 - 1.91 
0.023- 1.64 

0.015-0.064 
0.07 - 0.67 

13.3 % 
9.0 % 

Takamatsu et al. 
(1993) 

R-22/R-114 19-76 0.018-3.2 0.28 - 0.54 9.2% 

Celata et al. 
(1993) 

R-12/R-114 9.4 - 88 0.52 - 1.83 0.06-0.15 8.9 % 

Murataand 
Hashizume 
(1993) 

R-134a/R-123 20-185 O.O04 - 0.05 0.28 - 0.34 12.1% 

region. Some of the data points from Hihara et al. (1989) for 
R-12/R-22 and R-22/R-114 also fall in this region. 

Figure 4 shows the data from Celata et al. (1993) for 
R-22/R-114 obtained in an electrically heated stainless steel 
test section. FFI for this case is 1.0 in the entire range of concen­
trations. As seen from Fig. 4, the correlation is able to predict 
the data well. The mean absolute error with this data set is 8.9 
percent. Similar observations are made with Jung's (1988) data 
sets for R-22/R-114 and R-22/R-152a mixtures employing an 
electrically heated stainless-steel test section. Figure 5 shows 
the comparison with Jung's R-12/R-152a data falling in the 
moderate diffusion-induced suppression region, with a good 
agreement between the observed and predicted trends. 

Region III—Severe Diffusion-Induced Suppression. In 
this region, the nucleate boiling mechanism is strongly affected 
by the mass diffusion effects, and the nucleate boiling compo­
nent in the CBD region is suppressed considerably. A large 
number of data investigated in the present work falls in this 
region. 

Figure 6 shows Murata and Hashizume's (1989) data for 
R-134a/R-123 system. This data set is obtained using a copper 
tube with an electrical heater element wrapped around it. The 
fluid-surface parameter FF! given by equation (16) is applied 
for this case. Again the correlation does a good job in predicting 
the heat transfer coefficient in this region as well, with a mean 
error of 12.1 percent for the entire data set. 

Figure 7 shows the data of Takamatsu et al. (1993) obtained 
using a copper test section exchanging heat with hot water. This 

3 • 

I, 
1*' 
r-

I 1 -• 

R-22/R-12 
x, (R-22, overall) = 0.32 
p = 0.75 MPa, SS tube 

q = 21 kW/m2 

G = 240 kg/m2s 
Region 1,^=0.015-0.023 

-t- H-

0.2 0.4 0.6 
Quality 

0.8 

Fig. 3 Comparison of model predictions with the experimental data of 
Hihara et al. (1989) for R-22/R-12 in region I, near azeotropic region 

corresponds to a fluid-heated test section. The fluid-dependent 
parameter FF, is applicable to copper and brass tubes. The corre­
lation is able to represent this data set also quite well and the 
trends in a versus x are also accurately represented. The mean 
absolute error is seen from Table 4 to be 9.2 percent for the 
entire data set. 

Figure 8 shows the data set Hiahara et al. (1989) for R-22/ 
R-114 under the severe diffusion-induced suppression region. 
These data were obtained in an electrically heated stainless-
steel test section for which Fm = 1 . 0 applies. The agreement 
between the correlation and the data is very good, with the 
mean absolute error seen from Table 4 as 9.0 percent. 

Additional Comments. The experimental error in a binary 
system is higher than that with pure components due to addi­
tional uncertainties associated with equilibrium phase composi­
tions. The saturation temperature along the length of the evapo­
rator tube varies due to changing liquid and vapor compositions 
as well as changing pressure. Additional factors are introduced 

i 2 •• 

R-500 
p = 0.4 MPa, SS tube 
q = 17kW/m2 

G = 519kg/m2s 
Region I, V, =0.0008 

0.2 0.4 

Quality 

0.6 0.8 

Fig. 2 Comparison of model predictions with the experimental data of 
Jung (1989) for R-500 azeotrope in region I, near azeotropic region 

3 -

2 -

R-12/R-114 
x, (R-12, overall) = 0.3 
p = 1.4 MPa, SS tube 

q = 36.6 kW/m2 

G = 306.6 kg/m2» 
Region II, V, =0.09-0.13 

0.2 0.4 0.6 0.8 

Quality 

Fig. 4 Comparison of model predictions with the experimental data of 
Celata et al. (1993) for R-12/R-114 in region II, moderate diffusion-in­
duced suppression region 
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li 
1 

2 -

R-12/R-152a 
x, (R-12, overall) = 0.33 
p = 0.4 MPa, SS tube 
q = 26 kW/m2 

G = 364 kg7m2s 
Region II, V, =0.034-0.049 

0.2 0.4 0.6 0.8 

Quality 

Fig. 5 Comparison of model predictions with the experimental data of 
Jung (1989) for R-12/fl-152a in region II, moderate diffusion-induced 
suppression region 

by the fluid heated or electrically heated test sections, and stain­
less steel or copper tubes. The present correlation is still able 
to predict well for all these cases. 

Another comment may be made regarding a somewhat larger 
error associated with the first one or two thermocouple locations 
in many experimental data sets. The heat transfer coefficients 
measured at these locations are much lower than those at the 
subsequent locations. The main reason for this is believed to 
be the delay in initiating nucleation with binary mixtures as the 
flow enters the heated test section. The nucleation characteristics 
are also believed to be affected for mixtures and additional 
work in this area is warranted to quantify these effects. 

5 Conclusions 
1 A flow boiling correlation is developed for binary sys­

tems. It incorporates the diffusion-induced suppression factor 
developed in Part I of this paper. The basic correlation by 
Kandlikar (1990) for pure liquids is extended to cover the 
binary systems under three regions depending on the volatility 

r-

I 

• 

y \ 
• 

R-22/R-114 
x, (R-22, overall) = 0.345 
p = 0.58 MPa, copper tube 
q = 15.5-28.7 kW/m2 

1 1 — - i r -

G = 299 kg/m2s 
Region III, V, =0.28-0.53 

1 1 1 1 1 

0.2 0.4 0.6 0.8 

Quality 

Fig. 7 Comparison of model predictions with the experimental data of 
Takamatsu et al. (1993) for R-22/R-114 in region III, severe diffusion-
induced suppression region; data obtained from a water-refrigerant heat 
exchanger 

parameter: region I—near-azeotropic region, region II—mod­
erate diffusion-induced suppression region, and region III— 
severe diffusion-induced suppression region. 

2 The correlation is compared with the experimental data 
for five binary systems of refrigerant mixtures reported in the 
literature. The overall absolute mean deviation for over 2500 
data points is around 10 percent. 

3 The trend in the heat transfer coefficient a versus quality 
x is well represented by the correlation in all three regions. 

4 The correlation performs equally well for fluid-heated as 
well as electrically heated test sections. Also, the tube material 
effect, stainless steel or copper/ brass, is well accounted by the 
fluid dependent parameter, which reduces to 1.0 for stainless-
steel test sections. 
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2 R-134a/R-123 

x, (R-134a, overall) = 0.07 
p=0.22 MPa, copper tube 

q=10kW/m2 
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Fig. 6 Comparison of model predictions with the experimental data of 
Murata and Hashizume (1989) for R-134a/fl-123 in region III, severe dif­
fusion-induced suppression region 

I* I 
i 

R-22/R-114 
x, (R-22, overall) =0.43 
p = 0.56 MPa, SS tube 

q = 24 kW/m2 

G = 265 kg/m2s 
Region III, V, = 0.22-0.5 

0.2 0.4 0.6 
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Fig. 8 Comparison of model predictions with the experimental data of 
Hihara et al. (1989) for R-22/A-114 in region III, severe diffusion-induced 
suppression region 

Journal of Heat Transfer MAY 1998, Vol. 120 / 393 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References 
Bennett, D. L., and Chen, J. C , 1980, "Forced Convective Boiling in Vertical 

Tubes for Saturated Pure Components and Binary Mixtures," AIChE J., Vol. 26, 
No. 3, pp. 454-461. 

Calus, W. F., and Rice, P., 1972, "Pool Boiling—Binary Liquid Mixtures," 
Chemical Engineering Science, Vol. 27, pp. 1687-1697. 

Calus, W. F., di Momegnacco, A., and Kenning, D. B. R., 1973, "Heat Transfer 
in a Natural Circulation Single Tube Reboiler, Part II: Binary Liquid Mixtures," 
The Chem. Eng, J., Vol. 6, pp. 251-264. 

Calus, W. F„ and Leonidopoulos, D. J„ 1974, "Pool Boiling—Binary Liquid 
Mixtures," Int. J. Heat Mass Transfer, Vol. 17, pp. 249-256. 

Celata, G. P., Cumo, M„ and Setaro, T„ 1993, "Forced Convective Boiling in 
Binary Mixtures," Int. J. Heat.Mass Transfer, Vol. 36, No. 13, pp. 3299-3309. 

Chen, J. C„ 1966, "A Correlation for Boiling Heat Transfer to Saturated Fluids 
in Convective Flow," Industrial and Engineering Chemistry, Process Design and 
Development, Vol. 5, No. 3, pp. 322-329. 

Gnielinski, V., 1976,' 'New Equations for Heat and Mass Transfer in Turbulent 
Pipe and Channel Flow," International Chemical Engineer, Vol. 16, pp. 359-
368. 

Hihara, E,, Tanida, K., and Saito, T., 1989, "Forced Convective Boiling Experi­
ments of Binary Mixtures," JSME Int. J., Ser. II, Vol. 32, No. 1, pp, 98-106. 

Jung, D. S., McLinden, M., Radermacher, R., and Didion, D., 1988, "Hori­
zontal Flow Boiling Experiments With a Mixture of R-22/R-114," Int. J. Heat 
Mass Transfer, Vol. 32, No. 1, pp. 131-145. 

Jung, D. S., 1988, "Horizontal Flow Boiling Heat Transfer Using Refrigerant 
Mixtures," Ph.D. Dissertation, University of Maryland. 

Kandlikar, S. G., 1990, "A General Correlation for Saturated Two-Phase Flow 
Boiling Heat Transfer Inside Horizontal and Vertical Tubes," ASME JOURNAL 
OF HEAT TRANSFER, Vol. 112, pp. 219-228. 

Kandlikar, S. G., 1991a, "Correlating Heat Transfer Data in Binary Systems," 
Phase Change Heat Transfer, Hensel, E., Dhir, V. K., Greif, R., and Fillo, J., 
eds., ASME HTD-Vol. 159, pp. 163-170. 

Kandlikar, S. G., 1991b, "A Model for Predicting the Two-Phase Flow Boiling 
Heat Transfer Coefficient in Augmented Tube and Compact Heat Exchanger 
Geometries," ASME JOURNAL OF HEAT TRANSFER, Vol. 113, Nov., pp. 966-972. 

Kandlikar, S. G., and Raykoff, T., 1997, "Investigating Bubble Characteristics 
and Convective Effects on Flow Boiling of Binary Mixtures," presented at the 
Engineering Foundation Conference on Pool and Convective Flow Boiling, Irsee, 
Germany, June. 

Kandlikar, S. G., 1998, "Boiling Heat Transfer With Binary Mixtures: Part 
I— A Theoretical Model for Pool Boiling," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 120, this issue, pp. 380-387. 

Murata, K., and Hashizume, K., 1989,' 'Forced Convection Boiling of Nonazeo-
tropic Refrigerant Mixtures Inside Tubes," ASME JOURNAL OF HEAT TRANSFER, 
Vol. 115, pp. 680-689. 

NIST, 1995, REFPROP, National Institute for Science and Technology, Wash­
ington, DC. 

Petukhov, B.S., and Popov, V. N., 1963, "Theoretical Calculation of Heat 
Exchange and Frictional Resistance in Turbulent Flow in Tubes of an Incompress­
ible Fluid With Variable Physical Properties," Teplofiz. Vysok. Temperatur (High 
Temperature Heat Physics), Vol. 1, No. 1. 

Takamatsu, H„ Momoki, S., and Fujii, T., 1993, "A Correlation for Forced 
Convection Boiling Heat Transfer of Nonazeotropic Refrigerant Mixture of 
HCFC22/CFC114 in a Horizontal Smooth Tube," Int. J. Heat Mass Transfer, 
Vol. 36, No. 14, pp. 3555-3563. 

394 / Vol. 120, MAY 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. G. Kandlikar 
Mechanical Engineering Department, 

Rochester Institute of Technology, 
Rochester, NY 14623 

t.edu 

Heat Transfer Characteristics in 
Partial Boiling, Fully Developed 
Boiling, and Significant Void 
Flow Regions of Subcooled 
Flow Boiling 
Subcooled flow boiling covers the region beginning from the location where the wall 
temperature exceeds the local liquid saturation temperature to the location where the 
thermodynamic quality reaches zero, corresponding to the saturated liquid state. Three 
locations in the subcooled flow have been identified by earlier investigators as the onset 
of nucleate boiling, the point of net vapor generation, and the location where x = 0 is 
attained from enthalpy balance equations. The heat transfer regions are identified as 
the single-phase heat transfer prior to ONB, partial boiling (PB), and fully developed 
boiling (FDB). A new region is identified here as the significant void flow (SVF) region. 
Available models for predicting the heat transfer coefficient in different regions are 
evaluated and new models are developed based on our current understanding. The 
results are compared with some of the experimental data available in the literature. 

1 Overview and Regions of Subcooled Flow Boiling 

Consider a subcooled liquid flowing in a heated channel. As 
long as the channel wall is below the local saturation tempera­
ture of the liquid, heat transfer is by single-phase mode. As the 
wall temperature exceeds the saturation temperature, boiling 
can be initiated depending on the wall, heater surface, and flow 
conditions. 

The boiling process in the subcooled flow improves the heat 
transfer rate considerably over the single-phase value. Subcooled 
flow boiling has therefore received considerable attention where 
high-heat-flux cooling is required, such as in emergency core 
cooling of nuclear reactors, first-wall cooling of fusion reactors, 
neutron generators for cancer therapy and material testing, high-
power electronic applications, cooling of rocket nozzles, and pres­
surized water reactors (Bergles, 1984; Boyd, 1988). 

Figure 1 shows a schematic illustrating important locations 
and regions of subcooled flow boiling. For the sake of simplic­
ity, the discussion is presented for a circular tube. The discus­
sion is valid for other geometries, and the analysis can be easily 
extended for other simple geometries using the concept of hy­
draulic diameter. Liquid enters the tube at A under subcooled 
conditions and the tube wall is below the local saturation tem­
perature. The bulk liquid temperature and the wall temperature 
vary along the length of the tube. Under a constant heat flux 
surface boundary condition for a circular tube of diameter D, 
the bulk fluid temperature variation in the flow direction in the 
nonboiling region can be obtained from an energy balance over 
the tube length L. In the single-phase, fully developed, nonboil­
ing region, the heat transfer coefficient a, is almost constant 
(neglecting property variation with temperature), and the wall 
temperature rises linearly and parallel to the bulk liquid temper­
ature. At location B, the wall temperature reaches the saturation 
temperature of the liquid. However, nucleation does not occur 
immediately, as a certain amount of wall superheat is needed 
to nucleate cavities existing on the wall. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 18, 
1997; revision received February 2,1998. Keywords: Boiling, Evaporation, Phase-
Change Phenomena. Associate Technical Editor: P. S. Ayyaswamy. 

The first bubbles appear on the wall at location C, which is 
identified as the onset of nucleate boiling, or ONB. The wall 
temperature begins to level off, as more nucleation sites are 
activated beyond ONB. Farther downstream, as more sites are 
activated, the contribution to heat transfer from the nucleate 
boiling continues to rise while the single-phase convective con­
tribution diminishes. This region is called the partial boiling 
region. At E the convective contribution becomes insignificant 
and the fully developed boiling, or FDB, is established. Subse­
quently, the mean wall temperature remains almost constant in 
the FDB region until some point where the convective effects 
become important again due to the two-phase flow in the newly 
defined significant void flow region. 

The bubbles generated at the wall immediately following 
ONB cannot grow due to the condensation occurring at the 
bubble surface exposed to the subcooled liquid flow. A thin 
layer of bubbles is formed on the wall. As the bulk liquid 
temperature increases in the flow direction, the layer becomes 
populated with more bubbles, whose size also increases with 
decreasing subcooling. At some location G, the bubbles eventu­
ally detach from the wall and flow toward the liquid core. Some 
bubbles condense along the way. Point G is identified as the 
point of net vapor generation, or N VG, (also called OS V, Onset 
of Significant Void), prior to which the vapor volumetric flow 
fraction is insignificant. Heat transfer subsequent to NVG can 
be considered to be in the two-phase region. 

The vapor present in the subcooled flow following NVG is at 
the saturation temperature. This gives rise to a thermodynamic 
nonequilibrium condition with the liquid temperature falling 
below the equilibrium subcooled liquid temperature dictated by 
the local enthalpy. As heat addition continues downstream, the 
saturation condition under thermodynamic equilibrium is 
reached at H. A nonequilibrium condition exists and the true 
liquid temperature is indicated by a dashed line. Flow beyond 
H is covered under saturated flow boiling. 

The state of the subcooled liquid can be defined in terms of 
an equilibrium "quality" based on the liquid enthalpy relative 
to the saturation state: 

x = (h, - hLsM)/h,g = -cpATsub/hlls (1) 
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Fig. 1 Schematic representation of subcooled flow boiling 

sented a comprehensive summary of heat transfer in different 
regions. In the present paper, further refinements are incorpo­
rated in the nondimensionalizing of ONB criterion, and in the 
heat transfer models for the fully developed subcooled flow 
boiling and the significant void flow regions. Additional data 
from McAdams et al. (1949) are included in the comparison. 

2 Onset of Nucleate Boiling (ONB) 
As long as the wall temperature is below the local saturation 

temperature, nucleate boiling cannot be initiated under steady 
flow conditions. The bubbles are nucleated on cavities present 
on the heater surface and require a certain amount of wall 
superheat depending on the cavity size and the flow conditions. 
Presence of trapped gases or vapor in the cavities initiates the 
nucleus formation. Generally, at the beginning of the boiling 
process at start-up, the cavities are flooded and require a higher 
degree of wall superheat. Once boiling is initiated, the required 
superheat to sustain the bubble activity is lower due to the 
presence of vapor inside the cavities. This behavior is known 
as the hysteresis effect and is marked for highly wetting liquids 
such as refrigerants. 

In the absence of the hysteresis effect, the nucleation criterion 
suggested by Hsu and Graham (1961) has shown to predict the 
nucleation data reasonably well by many later investigators 
(e.g., Kandlikar and Cartwright, 1995). Bergles and Rohsenow 
(1964) described the nucleation criterion graphically in terms 
of the tangency condition and presented an empirical correlation 
for the ONB condition. Hsu (1962) and Sato and Matsumura 
(1964) presented equations for ATsa,i0NB and <?ONB: 

Equation (1) results in a negative quality in the subcooled 
region. In the single-phase region of the subcooled flow before 
any boiling is initiated, the heat transfer rate is expressed in 
terms of the single-phase liquid heat transfer coefficient and the 
wall-to-liquid temperature difference: 

q = a,(T„ - T,) = a,(Arsa t + ATsub) (2) 

Further discussion on the heat transfer rates in different regions 
is presented in the following sections. Kandlikar (1997) pre-

Arsa 
4aTmv,ga fc"< 

hK 

and 

1 + J l + 
\thigATmh 

2crTsa,vlga, 

<?ONB — [^Ag/(8(TV;c7,
sat)][ AT'sat.QNB] 

(3) 

(4) 

The range of active cavity radii were also presented by Hsu, 
and Sato and Matsumura. This equation was recently nondimen-

Nomenc la tu re 

a, b = constants in Eq. (15) 
Bo = boiling number = q/(mh,g) 
cp = specific heat, J/kg K 
C = const 
D = diameter of flow channel, m 

Dh = hydraulic diameter of flow chan­
nel, m 

Ffi = fluid-surface parameter in Kandli­
kar (1990) correlation 

/ = friction factor 
h = enthalpy, J/kg 

hi„ = latent heat of vaporization, J/kg 
m = constant in Eq. (17), given by Eq. 

(20) 
m = mass flux, kg/m2s 
n = constant in Eq. (20), given by Eq. 

(22) 
Nu = Nusselt number 
Pr = Prandtl number 
p — constant in Eq. (20), given by Eq. 

(21) 
q = heat flux, W/m2K 
rc = cavity radius 

r ? = nondimensional cavity radius, 
given by Eq. (5) 

Re = Reynolds number 
T = temperature, K 
v = specific volume, m3/kg 
x = equilibrium quality 

xa = apparent quality, given by Eq. 
(25) 

a = heat transfer coefficient, W/ 
m2K 

a* = a based on wall superheat, W/ 
m2K 

8, = thickness of the thermal bound­
ary layer thickness = Wai , m 

Arsat = wall superheat = T„ - Tml, K 
Ar&t = nondimensional wall super­

heat, given by Eq. (6) 
AJsub = liquid subcooling = Tm — Tt, 

K 

Arst,b = nondimensional liquid sub-
cooling, given by Eq. (7) 

\ = thermal conductivity, W/m K 
[i = viscosity, N s/m2 

a = surface tension, N/m 

Subscripts 
A-E = corresponding to A-E in Fig. 7. 

b = bulk 
cp = constant property 

FDB = fully developed boiling 
g = vapor 
I = liquid 

lo = all flow as liquid 
Ig = latent 

NBD = nucleate boiling dominant 
ONB = onset of nucleate boiling 

PB = partial boiling 
sat = saturated state 

sub = subcooled state 
SVF = significant void flow 

w = wall 
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Fig. 2 Nondimensional form of nucleation criterion presented by Kandli­
kar and Spiesman (1997) 

sionalized by Kandlikar and Spiesman (1997) by introducing 
the following parameters: 

rf = rJ6, 

AT*, = ATSMhi„6,/(&aTiXv,v) 

Ar*b = ArsubM</(8crr,ati;,„) 

(5) 

(6) 

(7) 

The nondimensional form of the active cavity range is then 
given by the following equation: 

max » ' min ^ 

AT* 
<-** sat 

LAT* + AT*b 

A T * 
*-*-* sat 

AT*, + AT*, 

1 

(AT*, + AT*b) 
(8) 

The properties in Eqs. (3) - (8) are evaluated at the saturation 
temperature and a ; is determined from an appropriate correla­
tion incorporating the wall temperature correction factor. Figure 
2 shows the nondimensional plot for the nucleation criterion 
given by Eq. (8) for three values of AT*ub. Note that AT*lb = 
0 corresponds to the saturation condition. Additional factors 
such as the dissolved gases and surface characteristics further 
affect the nucleation characteristics. 

3 Fully Developed Boiling Region 
After ONB, nucleation activity increases along the flow as the 

liquid subcooling decreases. Heat transfer is by a combination of 
single-phase convective, and nucleate boiling modes. At some 
point, heat transfer is essentially by the nucleate boiling mode 
with little contribution from the single-phase convective mode. 
This region is called fully developed boiling and has been stud­
ied extensively for water by earlier investigators in nuclear 
reactor applications. Table 1 provides a summary of some of the 
important work reported in literature. Jens and Lottes' (1951) 
correlation was one of the first ones reported with water data. 
Thorn et al. (1965) later found that this correlation underpre-
dicted their data and proposed a correlation recommended by 
Collier (1981) and Rohsenow (1985) for water. The Thorn et 
al. correlation agrees well with the low-heat-flux data of Brown 
(1967) as reported by Rohsenow (1985). 

Shah (1977) compiled the available experimental data on 
twelve fluids from fifteen different sources. The FDB and the 
partial boiling regions are not clearly identified in his correla­
tion; instead he employs the level of subcooling relative to the 
wall superheat as a criterion and recommends separate correla­
tions for the two regions. The demarcation between the two 

regions is made by a hand-drawn line through the data sets on 
a plot of ATsub/ATs.lt versus Bo. 

In the present work, the Kandlikar (1990) correlation for 
saturated flow boiling heat transfer is re-examined. One of the 
features of this correlation as reported by Kandlikar (1991) is 
its ability to predict the trends in a versus x in the low-quality 
region, explaining the reasons for increasing or decreasing a 
for different cases. The correlation employed the additive model 
of the nucleate boiling component and the two-phase convective 
heat transfer in the saturated boiling region. In the subcooled 
fully developed boiling region, the convective contribution is 
insignificant and the term representing the nucleate boiling com­
ponent is expected to represent the total heat transfer coefficient. 
The heat transfer coefficient a* in the fully developed boiling 
region is thus given by the following equation derived from the 
nucleate boiling dominant region of the Kandlikar correlation: 

a* = 1058.0flo07 Ff,al0 (9) 

Note that a* is based on the wall superheat with q = a*ATsat, 
Bo = ql{mhig). Note that m is the total mass flux, kg/m2s. Ffl 

is the fluid-surface parameter, and ato is the single-phase heat 
transfer coefficient for all liquid flow (same as a, in the sub-
cooled region) obtained from Gnielinski (1976) and Petukhov -
Popov (1963) correlations along with the property correction 
factor recommended by Petukhov (1970): 

Nu,„ = Nu,0,cp (fxb//jLw)° (10) 

where Nutocp is the Nusselt number with constant properties 
obtained from the following equations, and the subscripts b 
and w refer to the properties at bulk and wall temperatures, 
respectively. 

Petukhov and Popov (1963) found, for 0.5 < Pr < 2000 and 
104 == Re,„ < 5 X 106: 

Nu,6 
Re toPr,(//2) 

[1.07 + 12.7(Pr2 OU72)0 (11) 

Gnielinski (1976) found, for 0.5 < Pr < 2000 and 2300 
Re,„ < 104: 

Nu,„ = 
(Reto - 1000) (//2)Pr, 

(12) 
[1 + 12.7(Pr2'3 - l ) ( / / 2 ) 0 5 ] 

where / is the friction factor given by the following equation: 

/ = [1.58 In (Re*,) - 3 . 2 8 ] ~2 (13). 

The heat transfer coefficient in the FDB region of the sub-
cooled flow is expressed in terms of the temperature difference 
between the wall and the fluid, or q = a*ATsa, = aFDB(ATsub 

Table 1 Some important correlations for fully developed heat transfer 
in subcooled flow boiling 

Investigator Fluid Correlation Comments 

Year 

McAdams et water 4~C(AT„)'" Perhaps the first reported correlation for FDB. The 
al. (1949) constant C depends on the dissolved air content. 

Jens and water AT„r 2J t}'" exp(p/62); Earlier correlation, modified by later investigators, 
Lottes (1951) p-bar,o.-MW/m\T-K 

Thorn etal. water ATM - 22.65 q" exp(p/S7); 4<*ATm
s from the correlation, data indicates an 

(1965) p-bar,c.-MW/m\T-K exponent of 3, tested for low heat flux water data. 

Mlkicand wafer 4- 1.89XIQ4 • Developed for poo] boiling, Includes 

Rolisenaw jr'X'V'-VV^/ surface effects, recommended by Rohsenow (1983) 
(1969) fl<f*(PrPf"Tj*} for FDB. 

Shah (1977) R-I1.R-12, q--f230(ti/ilr)-<>salcAT„]1 q*&Tj, not supported by data; no clear distinction 
R-113, ah from Dittus-Boelter correlation between/wrf/a/ and fully developed boiling, hand-
water, other drawn line through data to include the effect of 
fluids, subcooling. 

Present work water, 4~[1058 (m h^y'-'Fj, ak JT^,]"01 Represents correct dependence of 4 nnATM\ 

refrigerants si, from Gnielinski, and Petukhov compares well with Bergles and Rohsenow's (1964), 
and Popov correlations; Fa - fluid- McAdams et al. (1949) and Del Valle and Kenning 

surface parameter, given by 
Kandlikar (1991). 

(198S) water data, and other refrigerant data. 
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Fig. 3 Comparison of fully developed boiling correlations with experi­
mental data from Bergles and Rohsenow (1964); subcooled water, 4.5 
m/s flow velocity, 109-72'C subcooling, 2.2 bar pressure. 
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Fig. 4 Comparison of present work, Eq. (9), and Shah (1977) correla­
tions with Riedle and Purcupile (1973) experimental data in the fully 
developed boiling (FDB) region 

+ Ar s a t) . Combining the definition of a* and Bo with Eq. (9) 
results in the following expression for q in the FDB region: 

4 = [W5$(mhl8r
0JFfiaioATsa]< (14) 

The present correlation given by Eq. (14) and the other corre­
lations listed in Table 1 are compared with the experimental 
data of Bergles and Rohsenow (1984) for water flowing in an 
annulus over a heated stainless steel tube. The results are shown 
in Fig. 3. The Thorn et al. (1965) correlation considerably 
underpredicts the results. This was also noted by Rohsenow 
(1985) who reported that the Thorn et al. correlation is able to 
predict Brown's (1967) data, which are in the low heat flux 
range. The pool boiling curve represented by the Mikic and 
Rohsenow (1969) correlation is below the FDB curve, but has 
the same slope as the experimental FDB data. The Shah (1977) 
correlation underpredicts the results, and exhibits a lower slope. 
The dependence of q on Arsa, is expressed through an exponent 
of 3.86 by McAdams et al. (1949), whereas it is 2.0 in the 
correlations of Shah and Thorn et al., and 3.33 in the present 
work. The present work agrees closely with the data and dis­
plays the same trend as seen from Fig. 3. 

To compare the present correlation with the Shah (1977) 
correlation further, the refrigerant data by Riedle and Purcupile 
(1973) employed in Shah's correlation development are used. 
The FDB region is identified by the method described in the 
next section. Figure 4 shows the results of the comparison in 
the FDB region for R-ll under two different conditions. The 
agreement with both the Shah correlation and the present work 
is excellent; the absolute mean error with the Shah correlation 
is 14.5 percent, while it is 13.0 percent with the present work. 
The data points close to x = 0 sometimes show larger deviation 
as they may fall under the significant void flow region. Use of 
the saturated flow boiling correlation (Kandlikar, 1990) with the 
nonequilibrium quality calculated from Saha and Zuber (1974) 
improves the results, and is discussed in greater detail in sec­
tion 6. 

To verify the FDB model given by Eq. (14) further, it is 
compared with the data reported by McAdams et al. (1949). 
They conducted experiments with subcooled flow of water at 
2.07,4.14, and 6.2 bar pressures in annuli with an inner diameter 
of 6.35 mm, and jacket diameters of 4.32 mm, 10.92, and 18.54 
mm ID tubes. The corresponding hydraulic diameters were 4.32, 
12.19, and 13.21 mm. Water velocity was varied from 0.3 ml 
s to 11 m/s. 

Figures 5 and 6 show the comparison of the McAdams et al. 
(1949) data for two conditions with the present model in the 

PB and FDB regions. The steep vertical line represents the 
present model given by Eq. (14) in the FDB region. As can be 
seen, the agreement is excellent. 

4 Location of FDB 

Figure 7 shows a plot of q versus Tw at constant subcooling. 
A-B lies in the single-phase region, with ONB starting at C, 
and the fully developed boiling beginning at E. The location E 
where the FDB begins has been investigated by many investiga­
tors, and the model by Bowring (1962) is widely recommended. 
In the present work, the same model is employed. The intersec­
tion of the extension of the single-phase line A-B-F given by 
Eqs. (2) and ( 1 0 ) - ( 1 3 ) , and the fully developed boiling curve 
E-F-G given by Eq. (14) identifies F, and qF is obtained by 
solving the two-equation sets: 

105&Ffl(mhlgy
OJqF ar 

- \Q5%aloFfl(mhlg)-
01 AT^h = 0 (15) 

An iterative scheme is needed to solve Eq. (15) for qF at given 
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co 
CD 

X 
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Fig. 5 Comparison of the present model, Eqs. (17) and (14), with 
McAdams et al. (1949) data in the partial boiling and the FDB regions, 
water velocity 1.22 m/s 
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Fig. 6 Comparison of the present model, Eqs. (17) and (14), with 
McAdams et al. (1949) data in the partial boiling and the FDB regions, 
water velocity 0.34 m/s 

values of m and Arsub. After locating F , qE is obtained from 
the Bowring (1962) model given by the following equation: 

qE = 1.4 qF (16) 

The wall superheat at E can be calculated from the FDB equa­
tion, Eq. (14). 

5 Partial Boiling Region 
The partial boiling region is identified as the region between 

C, where ONB begins, and E, where FDB begins, as shown in 
Fig. 7. The heat transfer in this region is calculated by slightly 
modifying the procedure outlined by Kandlikar (1991) as follows. 

The heat flux qE at E is obtained from Eq. (14), and qc at 
C is obtained from Eqs. (3) and (4) at ONB. In the partial 
boiling region C-E, the following equation is employed: 

CD 

I 

Fully 
Developed 
Boiling 

Tsat 
Wall Temperature, Tw 

Fig. 7 Heat transfer in partial boiling region 

Experimental data for R-11 from 
Riedle and Purcupile (1973) 

q = 91.9kW/m; 

m = 4442 kg/m'%jSj* 

q = 62.6 kW/m 

m = 3125 kg/m2s - - S h a h (1977) 
—Present work 
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Local Equilibrium Quality, x 

Fig. 8 Comparison of present work, Eqs. (15)-(22), and Shah (1977) 
correlation with Riedle and Purcupile (1973) data for R-11 in the partial 
boiling region 

q = a + b(Tw- Tsal)" (17) 

The constants a and b are obtained from the known heat fluxes 
at C and E: 

b = qE - qc 

and 

(ATsat,E)m - (ATsat,c)» 

a = qc - b(ATS3t,c)" 

(18) 

(19) 

The exponent m is treated as a constant in Eqs. (17)—(19), and 
is determined as follows: 

m = n + pq (20) 

where the constants n and p are obtained by matching the slopes 
of m = 1 at C to m = 1/0.3 at D: 

/? = (1/0.3 - \)l(qE-qc) 

and 

n = 1 PQc 

(21) 

(22) 

This procedure assures smooth transitions from the single-
phase region to the partial boiling region, and then to the FDB 
region. The gradual change in the slope also reflects the fact 
that an increasing number of nucleation cavities are activated 
as wall superheat increases. 

The model outlined above for heat transfer in the partial 
boiling region is compared with the experimental data of Riedle 
and Purcupile (1973) for R-11 for three conditions. In the exper­
iments, the liquid temperature increases as it is heated along 
the length of the tube. The results are therefore plotted on a 
versus x coordinates, where a = q/(ATsub + ATsM). Figure 8 
shows a comparison of the present model and Shah's (1977) 
correlation with Riedle and Purcupile's data. This data set was 
used in the correlation development by Shah. As can be seen 
from Fig. 8, the present model results in a slightly better agree­
ment than the Shah correlation. For the entire data set, the 
absolute mean error with the Shah correlation is 11 percent, 
while it is 7.9 percent with the present method. It may be noted 
that the present model utilizes the earlier correlations for the 
FDB and ONB conditions, and that no additional empirical 
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Fig. 9 Comparison of present work, Eqs. (15)-(22), and Shah (1977) 
correlation with Yin and Abdelmessih (1974) data for R-11 in the partial 
boiling region; 1.4 bar and 611 kg/m2s 

constants are introduced. Figures 9 and 10 show similar compar­
isons with Yin and Abdelmessih's (1974) data for R-11, and 
Hino and Ueda's (1985) data for R-l 13, respectively. The local 
subcooling for the each data point was not available, and it is 
suspected that some of the data points, especially in Fig. 9, may 
be under the fully developed boiling region. Further improve­
ment is expected from the present model after correcting each 
data point for the local subcooling. 

Comparison of McAdams et al. (1949) data in the PB region 
can also be seen from Figs. 5 and 6. The agreement is seen to 
be excellent. It can be seen that the Bowling's model for the 
transition to FDB is also well represented. 

6 Significant Void Flow Region 
The point of net vapor generation identifies the location in 

the subcooled flow where the net void fraction begins to be 
significant. It is postulated by Kandlikar (1997) that the two-
phase flow effects would become important and the saturated 
flow boiling correlations should be applicable. Although the 
thermodynamic quality is negative in this region, the nonequi-
librium quality based on the void fraction would be positive. 
An apparent quality, xa, is therefore introduced to account for 
the nonequilibrium effects. 

Saha and Zuber (1974) correlations are employed to locate 
the thermodynamic quality xNV0 at location G shown in Fig. 1. 
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Fig. 10 Comparison of present work, Eqs. (15)-(22), and Shah (1977) 
correlation with Hino and Ueda (1984) data for R-113 in the partial boiling 
region; 1.47 bar and 515 kg/m2s 

8000 

^'experimental (kVWm2) 

Fig. 11 Comparison of the present work using the nonequilibrium qual­
ity in the Kandlikar (1990) correlation with subcooled water data by Del 
Valle and Kenning (1985) for 0.2 mm heater thickness 

-KNVO -0.0022 4D 
PihigK, 

= -0.0022fio RetoPr; (23) 

RetoPr, > 70,000: 

*NVG -154flo ( 2 4 ) 

The apparent quality in the significant void flow region be­
yond *NVQ is obtained from a correlation also recommended by 
Saha and Zuber (1974): 

xa 
X ^NVG CXp(^/XjvjvG — 1 ) 

1 — XNVG Qy^{xixuvQ ~~ 1) 
(25) 

where x is the actual thermodynamic quality (negative value in 
the subcooled region). 

The apparent quality xa is then used in the Kandlikar (1990) 
correlation for saturated flow boiling. Kandlikar (1997) have 
proposed the model given above and compared the available 
experimental data for water and refrigerants from literature. 
Figure 11 shows the results of comparison with the subcooled 
flow boiling data obtained by Del Valle and Kenning (1985) 
for a heater thickness of 0.2 mm and three different velocities. 
The experimental data are obtained for the flow of water in a 
rectangular channel. Del Valle and Kenning compared their data 
with the available models for the fully developed boiling and 
found large errors (predicted heat fluxes were lower by a factor 
of over two). The data reported by Del Valle and Kenning 
correspond to the thermocouple location toward the exit of the 
test section located 130 mm from the inlet. In the present analy­
sis, their data are corrected to obtain the local temperature and 
the equilibrium quality by applying the heat balance equation 
over the heated length between the inlet section and the thermo­
couple location. It can be seen from Fig. 11 that the agreement 
is excellent for all three velocities. 

7 Additional Remarks 
The experimental data reported in literature on subcooled 

boiling should be used with caution. In applying the equations 
and models in this region, it is essential to determine the local 
subcooling at the section where wall temperature is measured. 
In many data sets, including Del Valle and Kenning (1985), 
the subcooling at the inlet to the test section is reported. As the 
liquid flows through the test section, it gets heated and the local 
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subcooling decreases in the flow direction. This effect is quite 
significant in long test sections under high-heat-flux conditions. 

8 Conclusions 
Subcooled flow boiling is divided into three regions, partial 

boiling, fully developed boiling, and a newly defined significant 
void flow region. A comprehensive methodology with appro­
priate correlations is presented to predict the heat transfer in 
each region. Highlights of the proposed methodology are given 
below. 

(a) The onset of boiling is determined from the bubble 
nucleation criterion proposed by Hsu and Graham (1961). The 
nondimensional form of equations presented by Kandlikar and 
Spiesman (1997) provide a clear way to study the parametric 
effects. 

(b) Bowring's (1962) method is employed to identify the 
beginning of the fully developed boiling region. 

(c) The nucleate boiling component in the Kandlikar corre­
lation (1990) for saturated flow boiling in the nucleate boiling 
dominant region is employed to describe the heat transfer in 
the fully developed boiling region. 

(d) The method proposed by Kandlikar (1991) is slightly 
modified/corrected for heat transfer in the partial boiling re­
gion. 

(e) The Saha and Zuber (1974) correlation is used to deter­
mine the location of the NVG point and the nonequilibrium 
quality at a given section in the significant void flow region. 

( / ) The correlation for the nucleate boiling dominant 
(NBD) region in the Kandlikar (1990) correlation is used to 
calculate the heat transfer coefficient in the significant void flow 
region using the nonequilibrium quality. 

(g) It is recommended that the nonequilibrium quality be 
employed, instead of the thermodynamic equilibrium quality, 
in the low-quality saturated flow boiling region as well for 
estimating the heat transfer coefficient using the Kandlikar 
(1990) correlation. 

The methodology described in (b)-(f) has been compared 
with some of the available experimental data on water and 
refrigerants with very good agreement, generally within less 
than 10-15 percent. 
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Film Boiling Incipience at the 
Departure From Natural 
Convection on Flat, 
Smooth Surfaces 
The present research is an experimental study of pool boiling nucleation behavior 
using flat, smooth surfaces immersed in saturated highly wetting liquids, FC-72 and 
FC-87. A flush-mounted, copper surface of 10 mm X 10 mm is used as a heat transfer 
surface, simulating a microelectronic chip surface. At the nucleation incipient points 
of higher wall superheats with steady increase of heat flux, vapor film blankets the 
smooth surface and remains on the surface. To predict this film boiling incipience 
phenomenon from the smooth surface, an incipience map is developed over the boiling 
curve. When the incipient heat flux is higher than the minimum heat flux (MHF) and 
the incipient wall superheat value is higher than the transition boiling curve value 
at the incipient heat flux, the transition from single-phase natural convection to 
film boiling is observed at the incipient point. To prevent film boiling incipience, a 
microporous coating is applied over the smooth surface, which decreases incipient 
wall superheat and increases minimum heat flux. The film boiling incipience should 
be avoided to take advantage of highly efficient nucleate boiling heat transfer for the 
cooling of high-heat-flux applications. 

Introduction 
For many years, the electronics industry has improved perfor­

mance of electronic components. During the same period, there 
has been a strong drive to reduce the size and cost of these 
electronic assemblies. These trends have resulted in problems 
because power densities have increased rapidly as volume has 
decreased. The ever-increasing thermal load is expected to be 
the most challenging problem for high-flux thermal manage­
ment systems (Mackowski, 1991). A liquid cooling scheme 
utilizing boiling heat transfer has been considered to be a practi­
cal method for handling the large amount of heat generated 
from high-density devices (Bar-Cohen, 1983). In particular, 
direct immersion cooling with dielectric fluids (e.g., refrigerants 
and fluorinerts) has emerged as an effective cooling technology. 
Recently, some researchers have constructed different module 
packages employing immersion cooling, and tested their feasi­
bility (Jimenez and Mudawar, 1994; Mudawar et al., 1994; 
Nelson et al., 1994). 

Although immersion cooling research has been conducted, 
most of the previous experimental reports with immersion 
cooled packages concerned only cooling performance during 
steady-state operations. As the power density of the electronic 
system continues to increase, unstable transient operating condi­
tions can be expected to be a serious consideration in future 
cooling systems. Unfavorable incipient characteristics of tran­
sient heat load have been reported in the field of high-heat-flux 
applications, such as nuclear power plants and high-temperature 
superconductors. The transient heat load induced during an acci­
dent from such plants is known to be higher than the stationary 
critical heat flux (CHF) of the working coolant. Usually, the 
high transient heat load was accompanied by a direct incipient 

1 Current address: Post-Doc Scholar, Dept. of Mechanical Engineering, The 
Pennsylvania State University, University Park, PA 16802. 

Contributed by the Heat Transfer Division and presented at the ASME Interna­
tional Mechanical Engineering Congress & Exposition, Atlanta, Georgia, November 
17-22, 1996. Manuscript received by the Heat Transfer Division July 30, 1996; 
revision received January 30, 1997. Keywords: Augmentation and Enhancement, 
Boiling, Phase-Change Phenomena. Associate Technical Editor: J. R. Howell. 

transition from nonboiling forced or natural convection to film 
boiling, which resulted in a deterioration of the cooling perfor­
mance. The transition was due to the spontaneous formation of 
massive vapor over the heated surface. Because of the extremely 
high heat dissipation rate, the development of heterogeneous 
nucleation from the surface cavity structures was delayed. In­
stead, the superheating process of the liquid by the diffusive 
heat transfer mode produced a large amount of accumulated 
thermal energy in the thin superheated liquid layer over the 
heated surface. At a certain superheat limit, the explosive vapor 
growth was prompted by the high vaporization rate associated 
with such a high superheated liquid layer. Skripov et al. (1965) 
and Skripov and Pavlov (1970) tested several organic liquids 
with a 20 pm platinum wire heater and demonstrated that the 
superheat limit agrees well with the theoretical homogeneous 
nucleation superheat. 

In contrast to Skripov's results, several researchers observed 
the incipient transition to the film boiling regime even at a 
superheat lower than the homogeneous nucleation limit and at 
a heat flux smaller than the stationary CHF during their transient 
boiling heat transfer tests. Sinha et al. (1979) investigated tran­
sient boiling characteristics of liquid nitrogen at a stepwise heat 
input into a horizontal wire. They observed that the boiling 
transition to film boiling occurred even at a heat load of about 
40 percent of stationary CHF. Okuyama and Iida (1990) investi­
gated transient bubble patterns from a platinum wire heater 
within liquid nitrogen by applying various heights of stepwise 
heat input. They found that a higher incipient superheat of the 
boiling transition was obtained with a higher magnitude of the 
heat load. Their experimental data showed that lower superheat 
of the incipient transition was about 50 percent of homogeneous 
nucleation limit at a heat load of about 70 percent of stationary 
CHF. Sakurai et al. (1990, 1992) extensively studied system 
pressure effects on the direct incipient transition phenomenon 
using various increasing rates of exponential heat input into a 
wire heater. During their research, they assumed that the direct 
incipient transition was due to the initiation of heterogeneous 
spontaneous nucleation (HSN) in the originally flooded cavities 
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on the heater surface. The HSN phenomenon occurs when a 
new phase appears at an interface or a boundary rather than in 
the bulk fluid similar to the homogeneous spontaneous nucle-
ation (Stralen and Cole, 1979). From their experiments with 
liquid nitrogen, they found the lower limit of HSN superheat 
agrees well with the minimum film-boiling superheat (or MTD, 
minimum temperature difference). Even without transient heat-
flux conditions, some researchers observed the incipient transi­
tion phenomena with steady-state increases of heat flux (Kuta-
teladze et al., 1973; Straub, 1994). However, they did not con­
duct any additional research about these phenomena. 

As reviewed previously, many researchers have reported the 
unfavorable incipient characteristics of direct film boiling transi­
tion phenomena. However, all the previous experiments were 
done with fine metallic heaters (wire or thin foil heaters) utilizing 
benign characteristics of thermal response and thermometry. In 
the present research, a flush-mounted, smooth copper surface of 
10 mm X 10 mm was used as a heat transfer area, simulating a 
micro-electronic chip surface. Experiments were performed to 
investigate the pool boiling nucleation behaviors of copper heaters 
immersed in saturated highly wetting liquids, FC-72 and FC-87. 
Both liquids are widely accepted in the electronic industry as 
leading candidates for the application of direct immersion cooling. 
These liquids are known to have no potential to deplete the strato­
spheric ozone layer. Two different heater surfaces were tested: a 
plain surface, and a plain surface coated with a micro-porous-
enhancement coating. With steady-state increases or decreases of 
heat flux, nucleate boiling, film boiling, and direct incipient transi­
tion behaviors were investigated with the plain surface heater. 
Also, the effects of surface microgeometries on the pool boiling 
nucleation behaviors were investigated. 

Thermocouple 
read-out 

Power 
supply 

to Condenser 

from Condenser 

Immersion 
heater/circulator Down I 

Ventilation 
line 

Fig, 1 Schematic of test apparatus 

Experimental Apparatus and Procedure 

Test Facility. The pool boiling test facility used for this 
research is shown in Fig. 1. The test liquid was contained within 
a glass vessel, 260 mm high and 160 mm in diameter, which 
was submerged in a Lexan water container. The water container 
served as an isothermal bath. Water temperature was controlled 
by a 1000 W immersion heater/circulator. A magnetic stirring 
bar was located inside the test vessel and was used to accelerate 
the degassing process before each test. A water-cooled con­
denser, which is not shown in the figure, was used during de­
gassing and testing to minimize loss of the test liquid. Atmo­
spheric pressure was maintained by venting the test vessel to 
ambient. Two copper-constantan thermocouples were placed 
within the test vessel to measure bulk liquid temperature. The 
test heater assembly was mounted horizontally to a vertical 
traversing mechanism, which enabled movement of the heater 
to a desired height within the glass vessel. 

A power supply was connected in series with a shunt resistor 
and the test heater. The shunt resistor rated at 100 mV and 10 
A was used to determine the current in the electric circuit. Direct 
current was supplied to the heating element by a DC power 
supply. A measured voltage drop across the test heater was used 
to estimate heat flux applied by the power supply. 

Figure 2 shows the test heater assembly used during this 
study. Serpentine windings of a thin nichrome wire (0.144 mm 
diameter) were attached to a Teflon substrate (11 mm thick) 
using Omegabond 200 high-temperature epoxy (k « 1.4 W/ 

mK). A 1.5-mm-thick block of copper (10 mm X 10 mm) was 
. bonded on top of the heating element, also using Omegabond 
200 epoxy. Two layers of epoxy assured electrical insulation 
between the copper and the nichrome. To minimize the epoxy 
thickness, it was cured in an oven maintained at 423 K with a 
weight resting on top of the copper block. Electrical leads were 
soldered to each end of the nichrome wire. The resulting heating 
element resistance was about 12 $7. This heating element was 
set in a Lexan frame and surrounded by a two-part, 3M epoxy 
(1832L-B/A, k » 0.067 W/mK) to generate a flush-mounted 
heating surface. The copper block had two holes (1 mm diame­
ter and 5 mm depth) drilled into its center from one edge. Two 
copper-constantan thermocouples (30 wire gage, 0.255 mm di­
ameter) were inserted and soldered in the holes to provide 
surface temperature measurements. 

Test Procedure. The immersion heater/ circulator was used 
to heat the water bath to the saturation temperature of the test 
liquid. Once the test liquid reached its saturation temperature, 
it was left at this state for two hours to remove dissolved gases. 
A magnetic stirrer was used during this process to accelerate 
dissolved gas removal. After degassing, the magnetic stirrer 
was turned off and data acquisition begun. 

Heat flux was controlled by the voltage input of a DC power 
supply. For the nucleate boiling experiments under increasing 
heat-flux condition, after each voltage increase (heat-flux incre­
ment), a 15-second delay was imposed before initiating data 
acquisition. After the delay, the computer collected and aver-

Nomenclature 

A = heater surface area, cm2 

CHF = critical heat flux, W/cm2 

MHF = minimum heat flux, W/cm2 

MTD = minimum temperature differ­
ence, K 

q"(t) = transient heat flux, W/cm2 

q'o = applied heat flux, W/cm2 

(dU7'dOcopper = rate of change of stored 
thermal energy in copper 
block, W 

(dUldt)IM = rate of change of stored 
thermal energy in insula­
tion material, W 
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aged 125 surface-temperature data points from each thermocou­
ple, which took about 15 seconds. This was immediately fol­
lowed by the acquisition and averaging of an additional 125 
data points per thermocouple. A comparison was then made 
between these two average temperatures for each thermocouple. 
This procedure was repeated until the temperature differences 
for the thermocouples were less than 0.2 K. The test section at 
this point was assumed to be at steady state. Usually it took 
about 45 seconds to reach the steady-state condition after each 
heat-flux increment. After reaching steady state, bulk fluid tem­
perature was measured and heat flux was calculated. 

For heat-flux values greater than «*80 percent of CHF, instan­
taneous surface temperature was monitored for 45 seconds after 
each heat-flux increment to prevent heater burnout. Each instan­
taneous surface temperature measurement was compared with 
the average surface temperature from the previous heat flux. If 
a temperature difference larger than 30 K from any thermocou­
ple was detected, the data acquisition algorithm assumed CHF 
and immediately shut down the power supply. The CHF value 
was computed as the steady-state heat-flux value just prior to 
power supply shutdown plus half of the increment. If CHF 
was not detected during the 45-second delay, collecting and 
averaging of 125 surface temperature data points from each 
thermocouple was initiated and repeated until the steady-state 
condition was achieved. At least two consecutive runs were 
conducted for each surface tested. The time interval between 
these runs was determined by monitoring the test heater surface 
temperature. The surface was allowed to reach thermal equilib­
rium within ±0 .1 K of the saturated bulk fluid temperature. In 
all cases, this time interval between runs was greater than one 
hour. 

For the film boiling experiments, voltage input was gradually 
increased to produce a desired heat flux from the heater, which 

was initially located within the liquid. The heater was then taken 
out of the liquid and left in vapor/air space until it was heated 
to a desired temperature. At that instant, the heater was re-
immersed quickly into the liquid. This procedure involved par­
tial quenching as the liquid contacted the heater surface. How­
ever, the heat flux was continuously provided to the heater so 
that a stable film boiling point could be achieved as long as the 
heat-flux and surface superheat conditions were satisfied, which 
will be discussed later. After reaching the stable film boiling 
point, heat flux was incrementally reduced to the M H F point 
by a step of 0.2 W / c m 2 for measuring the film boiling curve 
of the heater surface. At each applied heat flux, the steady-state 
point was determined using the same algorithm employed in 
the nucleate boiling curve measurement. 

Since the thermocouples were embedded within the copper 
block, temperatures measured with them were averaged and 
corrected by a one-dimensional heat conduction model to obtain 
the representative heater surface temperature at each applied 
heat flux. This correction was less than 0.5 K for all cases. 

Substrate conduction losses were estimated based upon a 
numerical analysis conducted by O'Connor and You ( 1 9 9 5 ) , 
whose heater had a design similar to the present one. Heat 
losses were estimated to be between 15 and 5 percent for heat 
fluxes between 0.5 and 15 W / c m 2 , respectively. The overall 
uncertainty estimates in heat flux were 15.5 and 5 percent for 
the above referred heat-flux conditions. The uncertainty esti­
mates of the present heater can be estimated to be smaller than 
those of O'Connor and You (1995) for the larger surface area 
(1.0 versus 0.825 cm2) with comparable thicknesses. 

Results and Discussion 

Experiments were conducted using saturated FC-72 and FC-
87 at 1 atm. Some selected properties of FC-87 and FC-72 are 
listed in Table 1 for comparison. The tested surfaces included 
a smooth or " p l a i n " reference surface and a plain surface 
coated with a micro-porous-enhancement coating. 

Pool Boiling Tests of Plain Surface. Pool boiling tests 
with a plain surface in saturated FC-72 and FC-87 were first 
conducted. Before these tests were performed, the copper sur­
face was highly polished. Polishing was conducted with a finger 
for over four hours using Brasso polishing solution. The pol­
ished surface was mirrorlike with no evidence of visible 
scratches or cavities. After polishing, a small amount of 3M 
epoxy (1832L-B/A) was carefully applied around the perimeter 
of the heater surface to prevent undesired edge nucleation sites. 

Representative results of the plain surface pool boiling tests 
are shown in Fig. 3. The FC-72 and FC-87 boiling curves are 
fairly consistent with each other. The natural convection and 
nucleate boiling curves are nearly identical for both liquids. 
These similarities are thought to be due to the similar physical 

Table 1 Selected properties of saturated FC-72 and FC-87 at 12 atm 

Property FC-72 FC-87 Ratio 
Chemical formula Cffu C5F12 

Molecular weight [kg/kmol| 340 290 
Boiling point [K| 329.7 302.3 
Critical pressure [atm] 18.4 20.1 0.915 

Density-liquid [kg/m3] 1598.9 ^ 1571.6 1.02 
Density-vapor fkg/m3! 13.37 12.38 1.08 
Specific beat-liquid fJ/kg-K] 1121 1103 1.02 
Heat of vaporization fJ/kgl 9.428E+4 9.897E+4 0.953 
Thermal conductivity-liquid 
rW/m-Kl 5.45E-2 5.50E-2 0.991 

Viscosity-liquid [kg/m-seel 4.47E-4 6.69E-4 0.668 
Surface tension [N/m[ 8.10E-3 8.90E-3 0.910 
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Fig. 3 Plain surface boiling data in saturated liquids 

properties of the two liquids, as compared in Table 1. Incipient 
superheat values ranged from 25 to 45 K. The CHF values for 
FC-72 and FC-87 were observed to be 13.8 and 16.0 W/cm2, 
respectively. These CHF values are within 10 percent of the 
predictions by Zuber (1959): 15.1 W/cm2 for saturated FC-72 
and 15.6 W/cm2 for saturated FC-87. 

Photographs of an incipient process from natural convection 
to nucleate boiling are shown in Fig. 4. The photographs were 
taken during the test with FC-72 at the heat flux of 3.6 W/cm2 

and at the incipient superheat of 38.9 K. Within the very short 
time of about 0.1 s, the initial vapor bubble grew and departed 
from the heater surface. The departed initial bubble size was 
over 20 times larger than that of the steady-state bubble size in 
Fig. 4(f). This large-size initial bubble was due to the com­
bined contributions from the rapid dissipation of thermal energy 
stored within the heater block and the spontaneous vaporization 
from superheated liquid layer developed over the heated surface 
before the initial nucleation. 

Pool boiling tests of the plain surface in FC-72 and FC-
87 were repeated many times, with almost all tests producing 
consistent results as described previously. However, during the 
tests, an interesting phenomenon occurred. While performing a 
pool boiling test of a highly polished plain surface in FC-87, 
film boiling incipience at the departure from natural convection 
was observed. The results of this test are shown in Fig. 5. After 
the transition, the heater remained within the stable film boiling 
regime as heat flux was increased steadily in 0.5 W/cm2 incre­
ments. Under exactly identical test conditions, the only differ­
ence between this test and the other pool boiling tests that 
produced nucleate boiling incipience was the incipient point. 
As long as the natural convection regime continued to a super­
heat higher than about 52 K at the heat flux of about 4.4 W/ 
cm2, initiation of incipient vaporization always transferred to 
the film boiling regime. From the test results, the incipient point 
(superheat and heat flux) seems to be critical to determine the 
direct transition behavior with FC-87. For the tests with FC-
72, a nearly identical incipient point with that of FC-87 was 
obtained, however, the film boiling incipience could not be 
observed. 

Photographs of the transition process from natural convection 
to film boiling for FC-87 are shown in Fig. 6. Compared to the 
initial spherical vapor bubble observed in Fig. 4, the current 
initial vapor bubble shows a different shape. At the initial stage 

(a) At = 0.0 £ (d) At = 0.1 sec 

(b) At = 0.033 sec (e) At =0.133 sec 

(c) At = 0.066 sec (f) steady state 

Fig. 4 Photographs of nucleate boiling incipience 

(Fig. 6(b)), it looks like a cluster of many tiny vapor bubbles, 
and in Fig. 6(c) , a lumped vapor mass forms, around which 
some bubbles exist. As soon as the initial vapor lump departed 
from the surface, a film boiling pattern was observed on the 
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Fig. 6 Photographs of film boiling incipience 

heater surface (Figs. 6(d, e)). During the steady-state observa­
tion, a four-bubble pattern (Fig. 6(f)) and a single bubble 
pattern were alternately formed from the heater surface, and 
this pattern combination was fairly consistent. Based upon 
Lienhard and Dhir (1973), the Taylor instability wave length 
was estimated to be approximately 8 mm for saturated FC-87. 
Considering the cell sizes formed by the four-bubble and one-
bubble patterns, the observed vapor bubbles from the node 
points of alternately formed Taylor waves confirmed the transi­
tion process to film boiling upon departure from single-phase 
natural convection. 

There was some doubt regarding how the film boiling curve 
in Fig. 5 could be compared with the film boiling curve pro­
duced with steady-state decreases of heat flux. Film boiling 
curves were generated using the decreasing heat-flux manner 
(DHF) introduced in the test procedure. The measured film 
boiling curves for FC-72 and FC-87 are shown in Fig. 7. Nearly 
identical film curves were observed for both liquids. The MHFs 
and MTDs were measured to be 5.8 W/cm2 and 60.0 K for FC-
72 and 5.4 W/cm2 and 55.6 K for FC-87. For comparison, the 
FC-87 film boiling curve generated using the increasing heat-
flux manner (IHF) is also plotted in Fig. 7. The FC-87 film 
boiling curves of IHF and DFfF are parallel, with superheat 
differences of » 8 K over the corresponding heat fluxes. Interest­
ingly, the figure shows that the extended point from the last 
natural convection point in the curve of IHF, which is thought 
to be the true film boiling incipient point, coincides with the 
MTD in the curve of DHF. Referring to Sakurai et al. (1990, 
1992), the incipient film boiling transition observed during the 
FC-87 tests was thought to be due to the initiation of heteroge­
neous spontaneous nucleation (HSN). Sakurai et al. showed 
that the lower limit of HSN superheat agrees well with the 
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MTD. During their tests, the lower limit of HSN was obtained 
by increasing transient exponential heat input with a time con­
stant of 500 ms. Using this theory, an explanation can be given 
for why the incipient film boiling transition could not be ob­
served for the tests with FC-72, even with the same incipient 
superheat: The MTD of FC-72 was higher than the highest 
incipient superheat obtained during the tests. 

Pool Boiling Transitions of Plain Surface by Quenching 
Method. Although Sakurai et al. (1990, 1992) showed that 
the MTD is the lower limit of film boiling transition, other 
researchers observed film boiling transition at a superheat lower 
than the MTD (Kutateladze et al., 1973; Okuyama and Iida, 
1990). Also, interestingly, the heat fluxes of all the previously 
observed transition points were found to be located above the 
MHF. From these survey results, the development of an incipi­
ence map from which a film boiling incipience regime could 
be predicted might be possible. For this map, MTD as well as 
MHF was thought to be useful information. More incipient data 
were required to examine different incipience behaviors. For 
the film boiling incipience points generated by Sakurai et al. 
(1990, 1992) and Okuyama and Iida (1990), they varied in­
creasing rate (for ramp or exponential inputs) or height (for 
step input) of applied heat load at a system pressure to examine 
transient response from a thin wire heater. For the present cop­
per heater with much higher heat capacity, the quenching 
method was used to investigate transient paths after initiation 
of nucleation from the heater surface. By heating the surface 
to a desired superheat with a desired heat flux before immersing 
into a liquid, various incipient points could be simulated. For 
this test, saturated FC-87 was used as a test liquid. The 16 
simulated incipient points generated during a series of quench­
ing tests are shown in Fig. 8. The transient response of the 
heater temperature was recorded at a time interval of 0.121 s 
between two consecutive data points. The data acquisition was 
initiated before immersion of the heater so that the incipient 
points shown in Fig. 8 were determined by checking the re­
corded heater temperature histories. As the liquid contacted the 
heater surface and subsequent vaporization occurred, sudden 
slope changes of the heater temperature over time were always 
observed. 

Figure 8 shows the grouping of the incipient points based 
upon their characteristics of boiling transition upon quenching. 

• Film boiling of FC-87 - increasing q" 
O Film boiling of FC-87 - decreasing q" 
A Film boiling of FC-72 - decreasing q" 

0 20 40 60 80 100 
Surface superheat ( K ) 

Fig. 7 Film boiling data of plain surface 

Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



20 

O to Nucleate boiling 
• to Film boiling 

Artificially generated 
transitional boiling curve 

——-^group A 

V • : • • l ^ ^ F i l m 
^ • : • 4 J £ ^ boiling 

group D / ' & * ; > 4 £ ^ # _ :) c u r v e 

oV/'O "b^\~group B 

group C 

20 

80 100 

Surface superheat ( K) 
Fig. 8 Pool boiling transitions by quenching method in saturated FC-87 
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Fig. 10 Transient paths after immersions in saturated FC-87 

The eight data points in group A experienced a gradual increase 
in their surface temperatures and returned to the film boiling 
curve. The single point in group B experienced a decrease in 
the surface temperature and also returned to the film boiling 
curve. The data in groups C and D experienced a rapid decrease 
in their surface temperatures and returned to the nucleate boiling 
curve. The only difference between groups C and D is that the 
data in group C initially experienced temporal formation of a 
vapor film over the heater surface, and within a short time, the 
vapor film vanished. 

Figure 9 details the transient superheat data of one incipient 
point sample from each group found in Fig. 8. The surface 
superheat of the sample from group A gradually increased until 
reaching steady state at the film boiling curve after approxi­
mately two minutes. The transition to steady state was much 
longer than those of other group samples. The superheat of the 

0 20 40 60 80 100 

Time (sec) 

Fig. 9 Transient superheat data in saturated FC-87 

sample from group B smoothly decreased and reached steady 
state after approximately twenty seconds. The superheat of the 
group C sample decreased to approximately 42 K and then 
quickly dropped to approximately 25 K. The sample then 
quickly reached steady state. While the superheat decreased 
from the initial point to 42 K, vapor film was observed to 
cover the heater surface. The superheat of the group D sample 
exhibited a rapid decrease immediately after quenching, reach­
ing steady state in under twenty seconds. The rapid drop in 
surface superheat for groups C and D was attributed to the 
formation of nucleate boiling at the heater surface. 

Using the transient heater temperature data in Fig. 9, transient 
surface heat fluxes were estimated. The transient surface heat 
flux was calculated considering the applied heat flux and the 
rate of change of the stored thermal energy in the copper block 
and the surrounding insulation material: 

q"(t) = ql 
1 

dt ) copper at JIM 

To reduce the high-frequency, low-magnitude oscillation in the 
recorded temperatures seen in Fig. 9, numerical filtering of 
the raw temperature data was performed before calculating the 
surface heat fluxes. The transient heat flux was estimated by 
solving a one-dimensional heat-conduction equation. Figure 10 
shows the transient path of the same sample point from each 
group shown in Fig. 9. As previously mentioned, group A and 
B samples moved to the film boiling curve, The paths of both 
the A and B samples are fairly horizontal, reflecting nearly 
constant transient heat fluxes during the transition to the steady-
state superheats. Group C and D samples moved to the nucleate 
boiling curve. Both of these samples show a small peak in their 
heat fluxes due to the rapid temperature drops, as seen in Fig. 9. 
The thermal energy stored in the copper block and the insulation 
material was released during the rapid temperature drops. 

Based upon the present and previous studies, an incipience 
map was developed in Fig. 11. In the boiling incipience map, 
region A covers where the heat flux is higher than the MHF 
and the superheat is higher than the transitional boiling curve 
and lower than the film boiling curve. Region B covers where 
the heat flux is higher than the MHF and the superheat is higher 
than the film boiling curve. Region C covers where the heat 
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and You. The coated surface was used to generate the boiling 
curves of natural convection, nucleate boiling, and film boiling 
for FC-72 and FC-87, respectively. 

Figure 12 shows the effect of applying a microporous coating 
to the test surface. The incipient superheat of the coated surface 
was always lower than 10 K, significantly lower than that of 
the plain surface. For the nucleate boiling regime, the coated 
surface consistently augmented heat transfer coefficients by 
more than 300 percent for FC-72 and FC-87 compared to those 
of the plain surface. The ABM coating provided repeatable CHF 
values with approximately 100 and 50 percent enhancements 
over the plain surface for FC-72 and FC-87, respectively. For 
the film boiling regime, the coated surface augmented the MHF 
and MTD by approximately 70 and 36 percent, respectively, 
for FC-72, and 90 and 60 percent, respectively, for FC-87. The 
microporous coating significantly reduced the possibility of an 
incipience crisis problem by decreasing the incipient point (heat 
flux and superheat) and increasing MHF and MTD for FC-72 
and FC-87. The microporous coating magnified the difference 
between the incipient point and Incipient Crisis Regime. A fur­
ther benefit was the higher cooling performance over an ex­
tended operation range, achieved by highly enhanced nucleate 
boiling and CHF of the coated surface. The present test result 
showed that the microporous coating, which can be easily im­
plemented with the high-heat-flux application, can prevent the 
possible incipience crisis and enhance the nucleation perfor­
mance effectively. 

flux is lower than the MHF and the superheat is higher than 
the MTD. Region D covers where the superheat is lower than 
the transitional boiling curve and the MTD. For regions A, B, 
and C, the incipient superheats have the upper limit of homoge­
neous nucleation. The boiling incipience characteristic for each 
region is already discussed in Figs. 8, 9, and 10. The combined 
area of regions A and B is termed the Incipience Crisis Regime 
(ICR). When the incipient heat flux is higher than the MHF 
and the wall superheat value is higher than the transition boiling 
curve, the transition from single-phase natural convection to 
film boiling is observed at the incipient point. Available incipi­
ent transition data points from previous researchers are plotted 
together based upon their relative positions to the boiling curves. 
All the data points are located within the ICR. 

Referring to the film boiling incipience phenomenon pre­
sented in Figs. 5 and 6, examination of the incipient point 
and subsequent film boiling points strongly suggest that the 
incipience occurred within region B of the FC-87 boiling incipi­
ence map. The slight difference between the film boiling curves 
generated using the increasing and decreasing heat-flux manners 
indicates that further study is required to reveal the hysteresis 
behavior. 

Pool Boiling of Microporous Enhanced Surface. From 
the present study, it was found that FC-72 and FC-87 have quite 
low MTD's: 60.0 K for saturated FC-72 and 55.6 K for saturated 
FC-87. Since these liquids are the leading candidates for high-
heat-flux, immersion electronic cooling, the possible incipience 
crisis problem should be resolved for design requirements. The 
incipient superheat can be expected to reach the Incipience 
Crisis Regime from the immersion-cooled electronic system 
when the component surface is smooth and when a transient 
power jump is induced to the component. In the present study, 
a microporous enhancement coating technique is suggested, 
which can be directly implemented on the microelectronic chip 
surface. The microscale enhancement coating has been proven 
to augment boiling heat transfer with highly wetting dielectric 
fluids (O'Connor and You, 1995; O'Connor et al , 1995; Chang 
and You, 1996, 1997a, b ) . In the present study, the ABM coat­
ing developed by Chang and You (1996) was applied to the 
heater surface, simulating a microelectronic chip surface. De­
tailed descriptions of the ABM coating are provided by Chang 

Conclusions 

Experiments were performed to investigate the pool boiling 
nucleation behavior of a flush-mounted copper heater. Two 
heater surfaces (plain and microporous-enhanced) were tested 
in a pool of saturated FC-72 and FC-87 at atmospheric pressure. 

1 With steady-state increases or decreases of heat flux, a 
film boiling incipience was observed from a highly polished 
plain surface. As the surface heat flux and superheat reached 
higher than a certain point, the nucleation incipience transferred 
to the film boiling regime. The photographic study showed that 
the explosively growing initial vapor bubble shape of the film 
boiling incipience was different from that of the nucleate boiling 
incipience. 

30 

CHF O Micro-porous enhanced surface 
• Plain surface 

A- FC-72 
O- FC-87 

25 50 75 100 

Surface superheat ( K ) 

Fig. 12 Pool boiling data of microporous enhanced surface 
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2 Using a quenching method, a stable film boiling point 
was obtained. Using these points as initial positions, and with 
steady-state decreases of heat flux, film boiling curves were 
generated for FC-72 and FC-87. The measured film boiling 
curve of FC-87 was parallel to the film boiling curve generated 
with the increasing heat-flux manner, maintaining a temperature 
difference of « 8 K. The measured MTD of FC-87 agreed well 
with the film boiling incipience superheat. Based upon the the­
ory of Sakurai et al. (1990, 1992), the film boiling incipience 
was concluded to be the initiation of heterogeneous spontaneous 
nucleation. 

3 By quenching the heater at desired heat flux and super­
heat, incipience behaviors from various points were simulated. 
Using these incipience data, the boiling incipience map was 
developed to predict the film boiling incipience regime (Incipi­
ence Crisis Regime) from the boiling curves. 

4 Microporous-enhanced coating magnified the difference 
between the incipient point and the MHF-MTD point, and also 
enhanced the nucleation performance significantly. From the 
present test results, the microporous coating technique is highly 
recommended for immersion cooling of high-heat-fiux applica­
tions to avoid the incipience crisis and to take advantage of 
highly efficient nucleate boiling heat transfer. 
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A New Equivalent Reynolds 
Number Model for Condensation 
in Smooth Tubes 
In 1959, Akers et al. developed an in-tube condensation model, which defines the 

• all-liquid flow rate that provides the same heat transfer coefficient as an annular 
condensing flow. This liquid flow rate was expressed by an "equivalent" Reynolds 
number and used in a single-phase, turbulent flow equation to predict the condensa­
tion coefficient. However, the assumptions on which the equivalent Reynolds number 
is based are shown in the present work to be faulty. This results in the underprediction 
of many researchers' data. A new equivalent Reynolds number model, based on the 
heat-momentum analogy, is developed in this study. This model is then shown to 
predict the experimental Nusselt number of 1197 data points from 18 sources with 
an average deviation of 13.64 percent. The data are for tube internal diameters 
between 3.14 and 20 mm. 

Introduction 
When a vapor is reduced below its saturation temperature, 

condensation occurs. As the vapor condenses inside a tube, its 
latent heat is transferred through the tube wall to a cooling fluid. 
If the vapor velocity inside the tube is sufficiently high, the 
condensate flows as an annular film on the tube wall. Typically 
much of the condensation process occurs in the annular flow 
regime. Many of the existing in-tube condensation correlations 
are based on annular flow. Generally, these correlations can be 
classified into three categories: shear-based correlations, bound­
ary layer-based correlations, and two-phase multiplier-based 
correlations. 

Carpenter and Colburn (1951) pioneered the development 
of shear-based correlations. These correlations assume that the 
dominant thermal resistance occurs in the laminar sublayer of 
the liquid film and that the vapor core causes the film to become 
turbulent at much lower Reynolds numbers than for single-
phase flow. Other shear-based correlations include those of Alt-
man et al. (1960) and Soliman et al. (1968). Boundary layer-
based correlations are similar to shear-based correlations, except 
that the thermal resistance throughout the entire liquid film 
thickness is considered, not just in the laminar sublayer. Traviss 
et al. (1973), Azer et al. (1972), and Cavallini and Zecchin 
(1974) all developed boundary layer-based correlations. 

Two-phase multiplier-based correlations assume that two-
phase flows are similar to single-phase flows. Consequently, 
predicting two-phase heat transfer is as simple as multiplying 
a single-phase heat transfer relationship by an unknown factor. 
This concept uses the same rationale as the Lockhart and Marti-
nelli (1949) two-phase multiplier, developed for the prediction 
of frictional pressure drop. Several examples of two-phase mul­
tiplier-based condensing correlations are those of Cavallini and 
Zecchin (1971), Boyko and Kruzhilin (1967), and Shah 
(1979). 

An interesting two-phase multiplier-based correlation was de­
veloped by Akers et al. (1959) and became known as the 
"equivalent Reynolds number" model. This model defines the 
all-liquid flow rate that provides the same heat transfer coeffi­
cient as an annular condensing flow. This liquid flow rate was 
expressed by an "equivalent" Reynolds number (Reeq) and 
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used in a single-phase, turbulent flow equation to predict the 
condensation coefficient. Akers et al. proposed that the resulting 
Nusselt number should be equal to the Nusselt number of the 
condensing flow. However, the assumptions on which the equiv­
alent Reynolds number is defined are shown in the present 
work to be faulty and the result will be underprediction of the 
condensation coefficient. A new equivalent Reynolds number 
model, based on the heat-momentum analogy, is developed in 
this study. 

Akers Equivalent Reynolds Number Definition 
To define Reeq, Akers et al. (1959) sought to replace the 

vapor core with a liquid flow that produces the same liquid-
vapor interfacial shear stress. Therefore, the equivalent liquid 
mass velocity is equal to the sum of the mass velocities of: (1) 
the liquid condensate film (G,) and (2) a liquid flow (G,'), 
which produces the same interfacial shear stress as the vapor 
core: 

Gel/ = G; + G'I (1) 

Equating the interfacial shear stress caused by the vapor core 
to that caused by an equivalent liquid core, they obtained: 

Ti 
.fGi _m\ 

2p„ 2p, 
(2) 

From Eq. (2) , the liquid flow that replaces the vapor core can 
be represented by: 

G; (3) 

Akers et al. then assumed that for fully developed turbulent 
flow of the vapor core and liquid film, the interface was so 
rough tha t / becomes constant, independent of Reynolds num­
ber. They also inappropriately assumed that/, would be indepen­
dent of Reynolds number. Consequently,///, = 1, allowing 
Eq. (1) to be simplified to: 

Geq — G, + G„ (4) 

Akers et al. (1959) subsequently converted Geq into Reeq and 
introduced it into the single-phase Sieder-Tate (1936) equation 
to predict the two-phase Nusselt number. While this approach 
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predicted their own data well, many researchers, including Bae 
et al. (1968), Azer et al. (1972), and Shah (1979) have found 
that this model significantly underpredicts their data. 

The failure of the Akers model to predict accepted data is 
believed to be because of two factors. First, the driving tempera­
ture differences for a single-phase flow and two-phase flow are 
different. In a single-phase flow, the difference between the 
bulk fluid and wall temperatures (Tb - Tw) controls the heat 
transfer. In an annular, two-phase flow, the temperature differ­
ence across the liquid film (T6 - Tw) controls the heat transfer. 
The second shortcoming is that the assumption// / , = 1.0 is 
not appropriate. While it is possible that a rough liquid-vapor 
interface may cause/„ to be independent of Reynolds, it is very 
unlikely that/, would be independent of Re. For a smooth tube, 
it is more likely that/, will be governed by the friction relation­
ship for a smooth pipe. Consequently, the friction factor ratio 
/„ //, would not be equal to one. 

New Equivalent Reynolds Number Definition 

The equivalent Reynolds number is based on the heat-mo­
mentum analogy, which states that a relationship exists between 
heat transfer and the wall shear stress. In a single-phase flow, 
an increase in wall shear stress results in an increase in the heat 
transfer. Similarly, in a two-phase flow, it is expected that as the 
wall shear stress increases, the heat transfer will also increase. 
Therefore, if a condensing two-phase flow were replaced by an 
all-liquid flow with the same wall shear stress, the analogy 
suggests that the single-phase heat transfer coefficient would 
be equal to the condensation coefficient, providing the driving 
temperature differences that define the single-phase and con­
densing heat transfer coefficients are the same. 

Consider a control volume on a two-phase flow in a smooth-
walled tube. For such a control volume, the following three 
assumptions are made: First, the static pressure drop of the 
liquid is the same as the static pressure drop of the vapor. 
Second, the volume occupied by the liquid phase plus the vol­

ume occupied by the vapor phase at any instant is equal to the 
total tube volume. Third, there is no liquid entrainment in the 
vapor core. Using these assumptions, the static pressure gradient 
for the two-phase flow may be expressed as the sum of the 
pressure gradients due to friction, gravity, and momentum 
change. From the definition of the frictional pressure gradient, 
the wall shear stress caused by the two-phase flow is given by: 

dP 

dz 

D dP\ 

dz ) , \ 4 
(5) 

Next, consider an equivalent all liquid flow that imparts the 
same wall shear stress as the two-phase flow. The wall shear 
stress for such a flow is given by: 

~ ' 2 p i \ D ) 
(6) 

where Reeq and/, , , , are the Reynolds number and friction factor 
of the equivalent all-liquid flow, respectively. Combining Eqs. 
(5 ) and ( 6 ) : 

Ree< 
dP\ 

dz)f 

PiD3 

2tff>. l,eq 
(7) 

The two-phase frictional pressure gradient, {dPldz)f, can be 
predicted using a variety of methods. The most popular method 
is to multiply the single-phase frictional pressure drop by a two-
phase multiplier (<£,„), as shown in Eq. ( 8 ) : 

dP 

dz = K 
dP\ 

dz)lo 

(8) 

N o m e n c l a t u r e 

A = surface area, m2 

Ac = cross-sectional area, m2 

cp = constant pressure specific heat, 
J/kg-K 

dPIdz = pressure gradient, Pa/m 
D = tube inner diameter, m 
F = correction factor defined by Eq. 

(36) 
/ = Fanning friction factor 
Fr = Froude number = G2l{gDp2

p) 
G = mass velocity, kg/m2-s 

Ge<l = equivalent mass velocity [ Eq. 
( l ) ] ,kg /m 2 - s 

G! = liquid mass velocity, which re­
places the vapor core, kg/m2-s 

h = heat transfer coefficient, W/m2-
K 

k = thermal conductivity, W/m-K 
N = number of increments the tube 

is split into 
Nu = local Nusselt number 

Nuave = average Nusselt number 
P = pressure, Pa 
p = perimeter, m 

Pr = Prandtl number 
q" = heat flux, W/m2 

R = tube inner radius, m 

r = radial coordinate measured from 
the tube centerline, m 

R + = dimensionless pipe radius = Ru */ 

Reeq = equivalent Reynolds number [ Eq. 
(7 ) for present model] 

Re, = liquid phase Reynolds number = 
G( l - x)D/fj,i 

Rei0 = Reynolds number for entire flow 
as a liquid = GDI p,{ 

Th = bulk fluid temperature, °C 
Tw = wall temperature, °C 
T6 = temperature at the edge of the liq­

uid film, °C 
T+ = dimensionless temperature = (Ts 

- Tw)/(q"Jp,cpJu*) 
u = velocity, m/s 

u+ = dimensionless velocity profile = 
ul u * 

u * = friction velocity = {T„Ipi)1'2, m/ 
s 

We = Weber number = G2D/(p,pa) 
x = vapor quality 
y = coordinate normal to the pipe wall 

= R — r, m 
y+ = dimensionless distance = yu*lv\ 

z = coordinate along the pipe length, 
m 

a = thermal diffusivity, m2/ s 

6 = film thickness, m 
6+ = dimensionless film thickness = 

6u *lv\ 
e = eddy diffusivity, m2 /s 
fj, = dynamic viscosity, N-s/m2 

v = kinematic viscosity, m2/ s 
p = density, kg/m3 

a = surface tension, N/m 
T = shear stress, Pa 

4>2„ = two-phase multiplier 

Subscripts 

1-ph = single-phase 
2-ph = two-phase 
avg = average 

eq = equivalent 
exp = experimental 

/ = frictional 
h = thermal 
i = liquid-vapor interface 
Z = liquid phase 

lo = corresponding to the entire flow 
as a liquid 

pred = predicted 
tp = two-phase 
v = vapor phase 

vo = corresponding to the entire flow 
as a vapor 

w = wall 
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(dP/dz)io is the frictional pressure gradient that would result if 
only liquid flowed through the tube at Reynolds number Reto 

(=GD/fi,): 

dP_ 

dz 

2f,oG2 

p,D 

Assuming thatj^,^ and/,„ can be predicted by the Blasius friction 
factor for turbulent flow at Reeq and Rel0, respectively, Eq. (7) 
can be simplified to: 

Reeq — 0to R-elo (10) 

Many researchers, including Lockhart and Martinelli (1949), 
Baroczy (1966), and Chisholm (1973), have developed equa­
tions for the two-phase multiplier. However, based on a compar­
ison with an extremely large database, Hewitt (1992) recom­
mends the Friedel (1979) correlation for fluids with liquid to 
vapor viscosity ratios (M///A,) less than 1000. This viscosity 
ratio range includes many fluids of practical interest, including 
refrigerants and water. 

The Friedel (1979) correlation is an empirical relationship 
developed from a database of over 25,000 points and is valid 
for both vertical upward and horizontal flows in round tubes. 
The two-phase multiplier is given by: 

</>?<> = A, + 
3.24A, 

pj.o.045 W e o 

where 

(1 - x)2 + x' 

8 ( 1 - x ) ° 

and 

, x 1 — x 
PIP = - + 

\Pv Pi 

(11) 

(12) 

(13) 

(14) 

Once the equivalent Reynolds number has been calculated, 
a single-phase heat transfer correlation is needed to predict the 
condensation coefficient. Because of its predictive ability over 
a wide range of Reynolds and Prandtl numbers, the Petukhov 
(1970) equation was chosen. 

Correction Factor 

The prediction of the condensation coefficient using the 
equivalent Reynolds number and a single-phase heat transfer 
equation requires a correction factor, because the driving tem­
perature difference for a single-phase and an annular two-phase 
flow are different. In a single-phase flow, the heat flux is defined 
as: 

q" = h-Ph(Th - T„) (15) 

where Tb is the bulk fluid temperature and Tw is the wall temper­
ature. However, for an annular, two-phase flow, the heat flux 
is given by: 

q" = h2-ph(Ts - TJ (16) 

where Ts is the temperature at the outer edge of the liquid film, 
which is equal to the saturation temperature, and Tw is the wall 
temperature. 

Consequently, at the same heat flux, Eqs. (15) and (16) can 
be combined to define the two-phase heat transfer coefficient 
as the product of the single-phase heat transfer coefficient and 

the ratio of single-phase to two-phase driving temperature dif­
ferences: 

(9) where 

rn-pii 

F = 

Fh \-ph (17) 

(18) 

The two-phase temperature difference (Ts - Tw) can be deter­
mined using a boundary layer analysis similar to that of Traviss 
et al. (1973). The single-phase temperature difference (Tb — 
Tw) was determined with the Petukhov (1970) equation. The 
complete derivation is given in the appendix, and the final, 
simplified form of the correction factor is given by: 

F= 1.31(R+)C< Ref 2Prf (19) 

where d and C2 are defined by Eqs. (37) and (38) in the 
appendix. 

Figure 1 was prepared to gain physical insight of the Eq. 
(19) correction factor. Figure 1 illustrates how the correction 
factor varies with Reeq at Pr, = 3 for four different values of 
liquid Reynolds number (Re,). This figure shows that for small 
values of Re,, the single-phase temperature difference (Tb — 
Tw) is 10 to 30 percent greater than the two-phase temperature 
difference (Ts — Tw). Small liquid Reynolds numbers are gener­
ally associated with thin condensate films, where little tempera­
ture change exists across the thickness. In contrast, as the liquid 
film thickness increases, the two-phase temperature difference 
increases. Consequently, the two temperature differences ap­
proach each other as Re, approaches 30,000. 

The variation of the correction factor with Reeq at Re, = 
10,000 and four different liquid Prandtl numbers is shown in 
Fig. 2. The figure shows that (Tb — T„) is greater than (T6 — 
Tw) for small Prandtl numbers. Since the Prandtl number relates 
the relative thicknesses of the hydrodynamic and thermal 
boundary layers, small Prandtl numbers are associated with 
larger thermal boundary layers. Consequently, the temperature 
difference across the condensate film would be small, making 
(Tb-T„)>(TS- Tw). As the liquid Prandtl number increases, 
the thermal boundary layer thickness decreases, creating larger 
temperature differences across the condensate film. Thus (T6 — 
T„) may become larger than (Tb - Tw), making F < 1. 

100 150 

Re„„x10"3 

250 

Fig. 1 
at Pr, 

Variation of the correction factor for four liquid Reynolds numbers 
= 3 
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Variation of the correction factor for four liquid Prandtl numbers 
= 10,000 

Local Nusselt Number Expression 

Using Eq. (19) along with the Petukhov (1970) equation, 
the local heat transfer coefficient for an annular condensing 
flow, Eq. (17), can be written in the form of a Nusselt number 

NU: 
hi-PhD 

0.0994c
lRer2Re'q

+a875C.Pri1-815 

(1.58 InRee i l-3.28)(2.58 InReeq + 13.7 Pr?'3 - 19.1) 

(20) 

where Cx and C2 are given by Eqs. (37) and (38), respectively, 
in the appendix. 

Prediction of Local Heat Transfer Data 
Table 1 summarizes the local heat transfer data predicted 

with the new equivalent Reynolds number model. This table 
shows that the data include tube inner diameters between 4.57 
and 12.7 mm, which were tested with five different refrigerants 
(R-12, R-22, R-113, R-134a, and R-410a). Overall, there are 
558 local data points. 

Table 1 Local heat transfer data analyzed for the verification of the 
present model 

SOUK* Fluid Tunc ID, 
(MM) 

MuRos 
(kg/itf-i) Quality <%) 

Wijaya and Spatz (1995) 
R-22 
R-22 
R-22 

R-410a 

4.57 
7.06 
7.75 
7.75 

35 
35-45 
35-52 
46-52 

495 
495 

480 - 495 
481 

22-92 
15-90 
22-83 
26-79 

Dobsonetal. (1994a) R-134a 
R-12 

4.57 
4.57 

35 
35 

300-650 
300-500 

29-91 
33-83 

Baeetal. (1969) R-22 12.52 27-39 340-658 17-96 

Altmanetal. (1960) R-22 8.71 35-56 298-859 13-92 

Chitti and Anand (1995) R-22 8.00 36-46 148 - 439 23-76 

Travisaetal. (1971) R-12 
R-22 

8.00 
8.00 

21-56 
24-47 

161 - 1,532 
188 - 1,002 

10-95 
14-96 

Azer et al. (1971) R-12 12.7 37-50 210 - 446 34-100 

Goodykoontz and Brown 
(1967) 

R-113 7.4 33-79 841 -1,482 17-91 

Each data point was predicted using the local Nusselt number 
expression evaluated at the equivalent Reynolds number defined 
in Eq. (10). In addition, each point was also predicted with the 
Shah (1979) and Traviss et al. (1973) equations. The overall 
ability of the three equations to predict the experimental data 
was determined by the mean absolute deviation, defined as: 

. , _ , 100 \ v |Nu, 
Mean Abs. Dev. = Y -—! 

1 N ) t Nue; 

pred.i Nue; (21) 

where N is the total number of data points. The mean absolute 
deviation gives the average difference between the predicted 
and experimental values for each data set, without considering 
whether the difference was positive or negative. 

The results of the predictions of the present model are shown 
in Fig. 3, which shows that more data points were underpre-
dicted than overpredicted. Overall, 72 percent of the 558 local 
data points were predicted within ±20 percent. The mean abso­
lute deviations of the predictions of the present model, the Shah 
(1979) equation, and the Traviss et al. (1973) equation for each 
local data set are shown in the upper half of Table 2. The table 
indicates that the present model and the Shah (1979) equation 
provide similar predictions for the experimental data. The Trav­
iss et al. (1973 ) equation gives a higher prediction of the Nusselt 
number than the other two equations, resulting in a larger mean 
absolute deviation for every data set but their own. 

Prediction of Average Heat Transfer Data 
Table 3 summarizes the average heat transfer data predicted 

with the new equivalent Reynolds number model. This table 
shows that the data includes tube inner diameters between 3.14 
and 20 mm tested with six different refrigerants (R-l l , R-12, 
R-22, R-125, R-134a, and R-410a). Overall, the database in­
cludes 639 average data points. 

The average Nusselt number can be denned as the average 
of the local values with respect to the length of the condenser 
tube: 

Nua, /Jo Nu dz (22) 

However, due to the complexity of the local Nusselt number 
expression, Eq. (22) cannot be integrated to provide a closed-
form solution. Therefore, for each data point, the tube was 

Fig. 3 
model 

Predictions of the local heat transfer data using the present 
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Table 2 Summary of the comparison of experimental data with the pre­
dictions of the present model, the Shah (1979) equation, and the Traviss 
et al. (1973) equation 

Type 
of 

Data 
Source 

Mean Absolute Deviation (%) Type 
of 

Data 
Source 

Present 
Model 

Shah 
Equation 

Traviss 
Equation 

L 

0 

c 

A 

L 

Wijaya and Spatz (1995) 65 9.68 6.31 19.70 

L 

0 

c 

A 

L 

Dobson et al. (1994a) 36 7.36 9.27 29.72 L 

0 

c 

A 

L 

Baeetal. (1969) 48 8.15 7.80 13.55 

L 

0 

c 

A 

L 

Altaian et al. (1960) 16 8.25 7.65 14.67 

L 

0 

c 

A 

L 

Chitti and Anand (1995) 12 16.87 16.96 16.95 

L 

0 

c 

A 

L 

Traviss et al. (1971) 157 20.27 19.34 15.42 

L 

0 

c 

A 

L Azeretal. (1971) 40 22.50 25.82 39.80 

L 

0 

c 

A 

L 

Goodykoontz and Brown 
(1967) 

184 15.25 14.55 20.17 

A 

V 

E 

R 

A 

G 

E 

Dobson et al. (1994b) 423 13.67 13.36 18.60 
A 

V 

E 

R 

A 

G 

E 

Eckels and Pate (1991) 20 13.90 15.18 18.91 
A 

V 

E 

R 

A 

G 

E 

Eckels et al. (1994) 4 9.30 10.33 15.80 

A 

V 

E 

R 

A 

G 

E 

Schlageretal. (1990) 10 8.95 12.83 21.27 

A 

V 

E 

R 

A 

G 

E 

Schlageretal. (1989) 5 2.58 10.48 20.06 

A 

V 

E 

R 

A 

G 

E 

Doerretal. (1994) 29 12.56 17.14 22.67 

A 

V 

E 

R 

A 

G 

E 

Chitti and Anand (1996) 62 9.13 17.60 29.97 

A 

V 

E 

R 

A 

G 

E 

Wijaya and Spatz (1995) 32 11.63 17.87 23.62 

A 

V 

E 

R 

A 

G 

E Bogart (1996) 24 7.55 18.27 32.14 

A 

V 

E 

R 

A 

G 

E 

Cavallini (1971) 30 4.49 3.83 4.23 

OVERALL 1,197 13.64 14.27 20.01 

separated into many increments, each having a small vapor 
quality change (Ax < 0.15). After the local Nusselt number 
was calculated in each increment using Eq. (22), the results 
were averaged to give the average Nusselt number. 

Figure 4 shows how the local Nusselt number predictions 
vary with vapor quality for three data points taken at different 
mass velocities by Bogart (1996). For each data point, the 
refrigerant vapor quality was approximately 0.85 at the tube 
inlet and 0.12 at the exit. The figure shows that the predictions 
of Eq. (22) are linear with vapor quality, which suggests that 
the average of many incremental Nusselt number calculations 
gives the same result as a single calculation at the average vapor 

700 
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400 

300 
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i 11 i 111 I ' " ' l ' ' " l " " l ' ' ' ' l ' ' ' ' l ' ' ' ' l ' ' ' ' l ' 

• G = 417kg/m2s 

A G = 636 kg/mJ s 

i d 1111111111 

100 90 80 70 60 50 40 30 20 10 0 

Vapor Quality (%) 

Fig. 4 Variation of the predicted Nusselt number with vapor quality for 
the average heat transfer data of Bogart (1996) 

quality (xmg). To verify this hypothesis, the average Nusselt 
numbers for all 639 average data points were calculated using 
both the incremental method and a single calculation of Eq. 
(22) at xmg. Both methods resulted in predictions within ±2 
percent of each other. Consequently, the simplest way to predict 
the average Nusselt number is to make a single calculation of 
Eq. (22) at xm%. 

The results of the predictions of the present model for the 
average heat transfer data are shown in Fig. 5. This figure shows 
that 79 percent of the 639 data points are predicted within ±20 
percent, with more data points underpredicted than overpre-
dicted. The mean absolute deviations of the present model, the 
Shah (1979) mean heat transfer equation, and the Traviss et al. 
(1973) equation are shown for each average heat transfer data 
set in the lower half of Table 2. Note that the incremental 
calculation procedure was used to obtain the predictions for the 
Traviss et al. (1973) equation. The table indicates that the pres­
ent model generally provides the best prediction of the data. 

Table 3 Average heat transfer data analyzed for the verification of the 
present model 

Source Fluid Tube I P . 
(nun) 

T„, 
TO 

Musi FIUJ 

(kg/m'-s) 
Vapor 

Quality (%) 

Dobson etal. (1994b) 

R-22 
R-22 

R-134a 
R-134a 
R-410a 

3.14 
7.04 
3.14 
7.04 
7.04 

34-46 
34-46 
34-46 
33-46 
35-45 

148-828 
147 - 676 
148 - 678 
151-665 
152-667 

10-97 
2 -100 
1-100 
2-100 
3 -99 

Eckels and Pate (1991) R-134a 
R-12 

8.00 
8.00 

30-40 
30-50 

136-407 
126-417 

10-85 
10-85 

Eckels etal. (1994) R-134a 8.00 40 121 - 368 15-85 

ScWager etal. (1990) R-22 10.9 39-42 100 - 397 15-85 

Schlageretal. (1989) R-22 8.00 39-42 205 - 500 10-90 

Doerr et al. (1994) R-22 
R-125 

8.00 
8.00 

30-40 
30-40 

125 - 376 
198 - 375 

9 -83 
9 - 8 9 

Chitti and Anand (1996) R-22 
R-410a 

8.00 
8.00 

35-36 
24-39 

206 - 373 
161-491 

5-90 
5-96 

Wijaya and Spatz 
(1995) 

R-22 
R-410a 

7.75 
7.75 

46-52 
46-52 

160 - 560 
165 - 560 

25-87 
25-87 

Bogart (1996) R-22 
R-410a 

8.81 
7.18 

38-41 
39-43 

222 - 822 
187 - 862 

11-85 
11-85 

Cavallini (1971) R-l l 20.0 22-36 87 - 360 31-100 

1.8 

1.6 

1.4 

1.2 

z 
TL 1.0 

0.8 

0.6 

0.4 

0.2 

* * 

50 100 

Reeqx10-3 

150 200 

Fig. 5 Predictions of the average heat transfer data using the present 
model 
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The Shah (1979) mean heat transfer equation did not predict 
the average heat transfer data as well as the local heat transfer 
data, and the Traviss et al. (1973) equation often overpredicted 
the experimental data by more than 20 percent. 

Summary of the Nusselt Number Predictions 
A summary of the Nusselt number predictions for all 1197 

data points in the database is given at the bottom of Table 2. 
The present model has an overall mean absolute deviation of 
13.64 percent, the best of the three equations. The Shah (1979) 
equation gave a mean absolute deviation of 14.27 percent, con­
sistent with the 15.4 percent mean deviation reported in his 
paper. The Traviss et al. (1973) equation gave the largest mean 
absolute deviation, 20.01 percent. Overall, the present model 
predicts the local heat transfer data as well as Shah (1979) and 
better than Traviss et al. (1973). For the average heat transfer 
data, the present model gives better predictions than the other 
two equations. 

Discussion 
For both the local and average heat transfer data, the present 

model was found to underpredict the experimental Nusselt num­
ber more often than it overpredicted it. These underpredictions 
occurred primarily for three reasons: underpredictions of the 
two-phase pressure drop, liquid entrainment in the vapor core, 
and stratification of the annular flow. 

The two-phase pressure drop is an important part of the equiv­
alent Reynolds number model, as seen in Eq. (7). If underpre-
dicted, the resulting equivalent Reynolds number will be too 
low, producing an underprediction of the experimental Nusselt 
number. In the data sets that included both heat transfer and 
pressure drop, the Friedel (1979) correlation provided reason­
ably accurate predictions of the frictional pressure drop (within 
±20 percent), even for diameters as small as 3.14 mm. How­
ever, in cases where the Friedel (1979) correlation did not 
predict the pressure drop well, it gave underpredictions more 
often than overpredictions. As seen in Fig. 6, many of the pres­
sure drop measurements of Traviss et al. (1971) were underpro­
duced by more than 20 percent. Consequently, many of the 
Nusselt number predictions were also underpredicted by more 
than 20 percent. Ultimately, the predictive ability of the equiva­
lent Reynolds number model is constrained by the accuracy of 
the two-phase frictional pressure drop prediction. 
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Fig. 6 Predictive ability of the Friedel (1979) correlation for the experi­
mental pressure drop data of Traviss et al. (1971) 

The second cause of the underpredictions was liquid entrain­
ment in the vapor core of the annular flow. As the difference 
in the liquid and vapor phase velocities increases, some of the 
condensate is entrained into the vapor core flow, thus thinning 
the liquid film on the wall. A thinner liquid film provides less 
thermal resistance, leading to increased heat transfer. Since the 
equivalent Reynolds number model assumes no entrainment, 
the experimental Nusselt number will be underpredicted when 
it occurs. 

The final cause of the underprediction of some of the experi­
mental data at low mass velocities and vapor qualities was non-
annular flow. An examination of the Taitel and Dukler (1976) 
flow map suggests that many of the local data points having 
mass velocities under 200 kg/m2-s and vapor qualities less than 
40 percent were on the borderline between the annular and 
stratified flow regimes. In addition, many of the average heat 
transfer data points in the database had exit vapor qualities 
below 20 percent, where the flow may become stratified. Be­
cause the present model assumes that the flow is annular, it will 
not provide accurate predictions for other flow regimes. 

The present model shows a significant improvement over 
Shah (1979) for several of the average heat transfer data sets, 
including those of Bogart (1996), Chitti and Anand (1996), 
and Schlager et al. (1989). This may be due mainly to two 
simplifications Shah (1979) made in the formulation of his 
equation for average heat transfer in a tube. First, he assumed 
a linear vapor quality variation in the tube. Second, he neglected 
several "small" terms in the integration of the local heat trans­
fer coefficient along the tube length so that the final solution 
would not be too cumbersome to use. Such assumptions are not 
valid for all mass fluxes and vapor qualities. 

Shah (1979) recommends that his correlation be used for tube 
inner diameters between 7 and 40 mm, because his database did 
not include tubes with diameters less than 7.4 mm. However, 
the present work shows that the Shah equation is valid for 
diameters as low as 3.14 mm. We note that the Shah (1979) 
equation is basically an empirical correlation. However, the 
present equivalent Reynolds number formulation is an analyti­
cally based application of the two-phase heat and momentum 
analogy. 

Conclusions 

The equivalent Reynolds number model for shear-controlled 
condensation inside smooth tubes is attractive because of its 
rational basis and inherent simplicity. The present formulation 
corrects deficiencies in the original Akers et al. (1959) model 
and shows that the present formulation predicts the condensa­
tion coefficient as well as the previous correlations. The model 
requires predictive equations for the single-phase heat transfer 
coefficient, and the two-phase frictional pressure gradient. 

The present model includes an analytically based correction 
factor, which accounts for the different driving temperature dif­
ferences between the two-phase and the equivalent all-liquid 
flows. Using this model, the Nusselt number was predicted for 
1197 data points obtained from 18 sources. For the local heat 
transfer data, the new equivalent Reynolds number model pre­
dicted the data as accurately as the Shah (1979) equation and 
more accurately than the Traviss et al. (1973) equation. For the 
average heat transfer data, the new equivalent Reynolds number 
model predicted the data more accurately than the other two 
equations. Overall, the mean absolute deviation for the predic­
tions of all 1197 data points was 13.64 percent for the new 
equivalent Reynolds number model, 14.27 percent for the Shah 
(1979) equation, and 20.01 percent for the Traviss et al. (1973) 
equation. 

A final important element of the present work is that it ex­
tends range of validity of the present model and the other corre­
lations to tube internal diameters as small as 3.14 mm. 
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A P P E N D I X 

Derivation of the Correction Factor (F) 
The correction factor was derived using a boundary layer 

analysis of the liquid condensate film. To simplify the analysis, 
the following five assumptions were made: 

1 The von Karman universal velocity profile describes the 
motion of the liquid film: 

u+ = y+ 0 < y+ < 5 

u+ = -3.05 + l n y + 5 < y+ < 30 

u+ = 5.5 + 2.5 lny + y + > 30 (23) 

2 The film thickness is small compared to the tube radius 
(S < R). 

3 A uniform film thickness exists around the tube circum­
ference. 

4 No liquid entrainment in the vapor core. 
5 Eddy viscosity is equal to the eddy conductivity (em = eA). 

To begin the analysis, consider the turbulent z-momentum 
equation in cylindrical coordinates. Integration of this equation 
with respect to the radial coordinate, r, reveals a linear shear 
stress distribution in the film. A variable transformation is used 
such that y = R - r describes the distance outward from the 
tube wall, and the shear stress distribution is given by: 

1 (24) 

In the region close to the wall, both the molecular and turbu­
lent contributions to shear stress can be important. Therefore, 
the shear stress is 

. . du 
T = pi(vi + e j — 

dy 

(25) 

The combination of Eqs. (24) and (25) yields an expression 
for ejV\. In dimensionless variables, 

£ 2 = _x | (1 -y + /R+) 

vi du+/dy + (26) 

Utilizing the von Karman universal velocity profile, Eq. (26) 
becomes: 

— « 0 0 < v+ < 5 

^**y—-\ 5 < y + < 3 0 
vi 5 
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^ = - 1 +2-1 1 - ^ - 1 y+ > 30 (27) 
i/, 2.5 \ R + ' y 

The energy equation in the liquid film relates the radial heat 
flux to the temperature gradient: 

q" = PiCP,iiai + eii) dy 
(28) 

Assuming that, as with the shear stress, the heat flux varies 
linearly in the liquid film, 

ql 

T 
(29) 

and that em = eh, the temperature difference (Ts — Tw) can be 
obtained in a dimensionless form: 

Jo 
T+ = 

s+ 1 R+ 

o £,,, 1 

u, Pr, 

^ + (30) 

Substituting cjvi from Eq. (25) into Eq. (30), T* becomes: 

T+ = <5 + Pr, 0 < 6+ < 5 

Pr, r+ = 5 Pr, + f 
1 + Pr, I y - 1 

dy+ 5 < <5+ < 30 

T+ = ( r ) ^ , , + 
1 -

R + 

30 i _ l +1_ 

Pr, 2.5 
1 - ^ 

R + 

dy + 

<5+ > 30 (31) 

The equations for T+ can be solved analytically to obtain the 
temperature profile across the liquid film. The only remaining 

unknowns in Eq. (31) are the dimensionless pipe radius (R + ) 
and the dimensionless film thickness (<5 + ). However, both can 
be written in terms of known values. Combining the definition 
of R+ with the friction velocity (u*) and Eq. (6) , the dimen­
sionless pipe radius is given by: 

R+ = Ree (32) 

Using the Blasius friction factor, this equation becomes: 

R + = 0.0994 Re™ (33) 

Using the continuity equation, Traviss et al. (1973) showed that 
the dimensionless film thickness can be approximated within ±4 
percent with the following expressions: 

6+ = 0.7071 Re?'5 0 < Re, < 50 

S+ = 0.4818 Re?585 50 < Re, < 1125 

8* = 0.0095 Re?812 Re, > 1125 (34) 

Using the preceding derivation for the two-phase temperature 
difference {T6 — T„) and the derivation of Petukhov (1970) for 
the single-phase temperature difference (Tb — Tw), the correc­
tion factor, F, becomes: 

F = 
1.07V2// + 12.7(Pr2'3 

1) 

r 
(35) 

Due to the complexity of the relationships for T', the correction 
factor can be tedious to solve. Consequently, a more convenient 
form of this equation is desired. Assuming that 5+ > 30(Re, 
> 1125), the correction factor was calculated for a wide range 
of R + and Pr. Using a curve-fitting program, F can be defined 
to an accuracy of ± 1 percent with the following expression: 

F = 1.31(i? + ) c 'Rep^Prf 

where C, and C2 are denned as: 

C2 = -0.113 Prf 

(36) 

(37) 

(38) 
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Convective Condensation of 
Superheated Vapor 
This paper provides a rationally based method to calculate the condensation coeffi­
cient of superheated vapor for condensation inside tubes. The method is theoretically 
based, and is applicable to any pure vapor. The method may be easily extended to 
condensation inside enhanced tubes, or to shell-side condensation. This work is an 
extension of a theory previously presented by Lee et al. (1991). 

Introduction 
There are many applications in which the vapor entering a 

condenser is superheated. Important among these are refrigerant 
condensers, where the vapor leaving the compressor is signifi­
cantly superheated. If the tube wall is at a greater temperature 
than the saturation value, the vapor will be cooled without con­
densation. However, the vapor will condense if the tube wall 
is below the vapor saturation temperature. 

Very little has been published on methodology to calculate 
the heat transfer coefficient for convective condensation of su­
perheated vapor. The author's review of applicable books on 
two-phase heat transfer or heat-exchanger design gives no dis­
cussion of a general calculation methodology. Survey papers 
(e.g., Marto, 1988), or handbook chapters (e.g., Butterworth, 
1983, or Marto, 1991) do not discuss convective condensation 
of superheated vapor. One may find a brief reference to use of 
the Nusselt condensation equation with superheated vapor (e.g., 
Hewitt et al , 1994). This is not the same issue as addressed 
here, because it does not address the rate at which the vapor 
loses its superheat, and how that affects the local condensation 
coefficient. 

Altman et al. (1960) measured the average condensation co­
efficient of R-22 flowing inside a 1.2-m-long horizontal tube 
with entering superheat. They proposed the following empirical 
correlation for their average condensing coefficient with super­
heated vapor: 

K 0.29(7",,, - Tw)° (1) 

where the units on (TS!Lt — Tw) are degrees Fahrenheit. Equation 
(1), applicable only to R-22, shows that the average condensing 
coefficient is independent of the entering superheat (up to their 
maximum tested superheat of 21 K). Further work has been 
reported for condensation of superheated refrigerants. Miropol-
sky et al. (1974) and Fujii et al. (1978) experimentally studied 
condensation of superheated vapor and offered empirical corre­
lations. 

Although not treated in the literature, discussion with heat 
exchanger designers suggests that the condensing superheated 
vapor will quickly lose its superheat, followed by condensation 
of saturated vapor. The work to be presented herein shows that 
this supposition is incorrect. There are two issues of concern: 
(1) What is the heat transfer coefficient in the superheated 
region, and (2) How fast will the vapor lose its superheat? Lee 
et al. (1991) appear to be the first investigators to propose a 
semi-rationally based prediction method for the local condensa­
tion coefficient of superheated vapor. They performed a detailed 
experimental and theoretical study of convective superheated 
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condensation for Refrigerant-22 flowing in a horizontal tube. 
They proposed an empirical model that they argue is similar in 
concept to the Chien (1966) model for convective vaporization 
inside tubes. The model assumes that the condensation coeffi­
cient for superheated vapor can be written as the sum of a 
forced convection (sensible heat) term and a saturated conden­
sation term. They show that the model provides good agreement 
with their data. This model will be discussed later. 

The purpose of this paper is to provide a theoretically based 
model for superheated condensation. The model has the same 
structure as the Colburn and Hougen (1934) equation for con­
densation in the presence of noncondensible gas. The Colburn 
and Hougen equation includes the sum of a vapor sensible 
cooling term, and a latent heat term. The same basic terms apply 
to the present problem. Hence, the present model is rationally 
based. We will show that the model of Lee et al. (1991) can 
be transformed to the proposed model. Hence, the proposed 
model and the Lee et al. model will give the same results. The 
key advantage of the proposed model is that it is rationally 
based, and can be extended to both condensation inside en­
hanced tubes, and shell-side condensation. 

Mechanism of Superheated Condensation 

Consider convective condensation of superheated vapor in­
side a tube with T„ < Tm. There will be two components to the 
heat flux arriving at the liquid-vapor interface surface, which is 
at temperature Tm. These components are the sensible compo­
nent (resulting from cooling of the superheated vapor from Tb 

to TM) and the latent component, resulting from the condensing 
process: 

<?sup *?sens "f" ylal (2) 

The sensible component is given by <jse„s = hfc(Tb — Tsx), where 
hfc is the heat transfer coefficient for forced convection to a 
gas. The latent component is given by qUt = hsat(Tsa - T„), 
where hm is the condensation coefficient for saturated vapor. 
We wish to define a composite heat transfer coefficient (hsup), 
which accounts for the combined effect of the sensible and 
latent components. The hsup is defined in terms of the conven­
tional driving temperature difference for condensation, (Tm — 
T„). Thus, the total heat flux (gsup) is defined as hmp(Tsa -
Tw). Substituting these definitions into Eq. (2) gives 

«sup(7sat — Tw) — hfc\Tb ~ Tsa) + /lsat(7sal — T„) (3) 

For condensation inside a plain tube, the hfc and hSM terms 
are calculated using the following equations: 

• / j s a t : Equation for convective condensation of saturated 
vapor inside tubes, e.g., the Shah (1979) correlation. 

• hfc: Equation for single-phase convection to a gas flowing 
in a tube, e.g., the Petukhov equation as given by Incrop-
era and DeWitt (1996), or the Dittus-Boelter equation. 

418 / Vol. 120, MAY 1998 Copyright © 1998 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

mailto:r5w@psu.edu


We note that Eq. (2 ) is identical to the Colburn and Hougen 
(1934) model for condensation in the presence of noncondensi-
ble gases. However, the formulation of the q\M term is special­
ized to the present problem of condensation of a saturated, pure 
vapor. Dividing each term in Eq. ( 3 ) by {TSM - T„) yields 

hfc + hsi 

where 

F = 
ATsh 

Thus, the model may be written as 

hmp = FhfC + h„ 

(4) 

(5) 

(6) 

As shown by Eq. ( 5 ) , this F-factor is physically interpreted 
as the degrees of superheat (ATsh = Th - Tsa t) divided by the 
condensing temperature difference for saturated vapor (Tsat -
Tw). The F-factor asymptotically approaches zero as the super­
heat is depleted. Hence, the superheat term Fhfc in Eq. (6 ) 
equals zero after the superheat is depleted. 

Correction for Mass Transfer 

Equation ( 3 ) calculates the sensible cooling rate of the super­
heated vapor by the expression <?„„„„ = hfc(Tb - r s a t ) . This 
equation applies for no accompanying mass transfer. The move­
ment of the condensing vapor to the condensing surface will 
also result in bulk convection of superheated vapor, which will 
aid in cooling of the superheated vapor. The bulk convection 
rate of superheated vapor to the l iquid-vapor interface is given 
by qbc = (m„IA)CjK(Tb - TSM), where m^lA is the mass flux of 
condensation. The mJA — q\Jifg where ifg is the latent heat of 
the condensing vapor. Thus, the bulk convection contribution 
is given by qbc = {q\Mlifg)cp»(Tb ~~ Tsat). To account for both 
convection components of the superheated vapor, we may write 

h%{Tb - Tsat) = hfC{Tb - Tm) + (qiJifg)clw(Th - Tm) ( 7 ) 

Or, one may replace hfc by hfc, where 

hfc = hfc + c^Jifg (8) 

Substituting Eq. (8) into Eq. (3) gives 

"supC^sa, — Tw) = nfc(Tb — j s a t ) + hsM(TSM — Tw) (9 ) 

Whether it is important to include the contribution of bulk con­
vection depends on the magnitude of Cp„qM/ifg as compared to 

hfc. Typically, inclusion of the c^Jifg term will have little 
effect on the calculated total heat flux, because the latent term 
is large, relative to the sensible heat term. 

We provide an example to calculate the magnitude of 
hfclhfc for R-22 condensing at 49°C in a 15.0 mm inside diame­
ter smooth tube at 0.050 kg/s mass flow rate for qM = 34.5 
kW/m2. The hfc is calculated using the Dittus-Boelter equation 
(the previously noted Petukhov equation is equally applicable). 
The calculated value for hfclhfc is 1.40, which is sufficiently 
large that one should consider the correction. If one were con­
densing steam at the same qiat, the correction factor would be 
significantly smaller, because of the high latent heat of steam. 

The recognition that mass flux can affect sensible heat trans­
fer was first discussed by Ackermann (1937). Ackermann 
(1937) formulated a slightly different form of the correction. 
The present formulation is believed to be more accurate and 
simpler than the Ackermann derivation. Hewitt et al. (1994) 
provide further discussion of this subject, and give Ackermann's 
1937 derivation. 

Lee Model 

Lee et al. (1991) used the same formulation as for Eq. ( 3 ) , 
except they defined the composite condensing coefficient for 
the superheated vapor in terms of the local driving temperature 
difference vapor temperature (Tb - Tw) for which qsup = 
hsw,L(Tb - Tw). Using the Lee definition for qmp in Eq. (3 ) 
gives 

<?sup = hswj,(Tb — T„) = hfC(Tb — TSM) + hSM(Tsat — Tw) ( 10 ) 

Dividing each term in Eq. (10) by (Tb — Tw) and defining S, 
= (Tb - TM)KT„ - Tw) and S2 = ( I s a t - Tw)/(Tb - Tw) allows 
Eq. ( 4 ) to be written as 

"sup,L "~ *J]"/c + ^2"! ( I D 

The term S^ is a measure of the degrees of superheat and can 
be written as Sj = ATsh/(Tb — Tw). When the superheat is 
depleted, S, = 0, and S2 = 1.0. The F-factor denned by Eq. ( 5 ) 
is related to St and S2 by the relation F = Sl/S2. The present 
author's formulation (Eq. ( 6 ) ) is simpler than that of Lee, and 
it will give the same result. We note that Lee did not propose 
inclusion of the mass flux contribution to hfc as given by Eq. 
( 9 ) . 

Lee et al. used Eq. (11) to test their ability to predict their 
local condensation coefficient data for R-22 condensation in a 
7.95 m m inside diameter, horizontal tube 5.3 m long. Cooling 
water flowed in the annulus of the double-pipe condenser. The 
coolant annulus was instrumented at nine points along the length 

Nomenclature 

Cpv = specific heat of superheated vapor 
d, = tube internal diameter 
F = F-factor defined by Eq. (5) 
h = heat transfer coefficient: hfc (sensi­

ble heat transfer to superheated va­
por), hfc (defined by Eq. (8)) , hSM 

(from condensing saturated vapor), 
hsup (condensation coefficient for 
superheated vapor), hs„PiL (con­
densing coefficient of superheated 
vapor defined by the Lee et al. cor­
relation, Eq. (11)), ANU (condens­
ing coefficient on a vertical gravity 
drained plate as given by the Nus-
seltEq. (12)) 

ifg = latent heat 

Kg = mass transfer coefficient used in 
Eq. (14) 

m„/A = mass flux of vapor toward con­
densing surface 

pv = partial pressure of diffusing va­
por: pvh (in bulk mixture), pvi (at 
liquid vapor interface) 

pam = log-mean pressure of noncon-
densible gas in mixture 

q = heat flux: qbc [ = (mv/A)cp„(Th -
TsM)], <7sens (sensible heat flux 
from superheated vapor) , qIM 

(from condensing saturated va­
por ) , <7sup (from condensing su­
perheated vapor) 

S{ — term used in Eq. (11) defined as 
ATsh/(Tb - Tw) 

S2 = term used in Eq. (11) defined as 
( r « - Tw)/(Tb - Tw) 

T = temperature: Tb (mixed tempera­
ture of superheated vapor) , Tc 

(coolant temperature), 7", ( tem­
perature of l iquid-vapor inter­
face) , Tsal (saturation tempera­
ture) , T„ (wall temperature) 

ATsh = degrees of superheat = Tb - Tsa, 

X = vapor quality 
Z = axial length along test section 
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to allow measurement of the local heat flux. Data were taken 
for 150-350 kg/s-m2 mass velocity, 7.64-13.55 bar saturation 
pressure, inlet superheats between 1.9 and 65°C, and a range 
of heat fluxes. Figure 1 is taken from Lee et al. (1991) and 
shows that their predicted heat flux for superheated vapor using 
Eqs. (10) and (11) plotted versus their experimental data. Fig­
ure 1 shows that their model predicts the experimental data 
within ±20 percent. 

Figure 2 shows one of their experimental runs, which is for 
21.3 K entering superheat and an exit vapor quality near zero. 
The solid lines on the lower part of the figure show the experi­
mental F-Factor (Eq. (5)) and the predicted condensing coeffi­
cient. The plotted vapor quality (x) shows a near linear decrease 
along the test section length. The F-factor, which indicates the 
superheat, decreases from 4.0 at Zld{ = 50 to F s 0 at Z/dt = 
275. The asymptotic value of the condensing coefficient (hori­
zontal line for Zldt = 350) is that predicted by the Shah (1979) 
equation. The figure shows that the superheat does not dissipate 
quickly. Figure 2 shows that the superheat is finally dissipated 
at Zldi = 275, at which x s= 0.45. The solid line through the 
q" points is the predicted local heat flux. 

Discussion 

Application to Other Geometries. The fundamental form 
of Eq. (6) is applicable to any geometry. Thus, it may be applied 
to condensation inside enhanced tubes (e.g., the micro-fin tube) 
or condensation on the outside of a bundle of tubes. To use Eq. 
(6) for such other geometries, one must have the appropriate 
equations for hfc and hsat for the geometry of interest. 

Relation to Other Work. In the Introduction, brief refer­
ence was made to use of the Nusselt condensation equation 
with superheated vapor, as noted on page 578 of Hewitt et al. 
(1994). The average condensation coefficient of saturated vapor 
on a vertical plate with a gravity drained laminar film is given 
by 

fcNu = 0.943 
k3g(p, - pv)ifk 

Lv,{Tw - Tmt) 
(12) 

If the vapor is superheated, one may replace the latent heat ( \ ) 
by a fictitious superheat given by 

E 

1 
x 
3 

(0 
<D 

X 

1 
3 
<o 
O 

0 20 

Experimental Heat Flux - kW/m2 

Fig. 1 Comparison of predicted heat flux using Eq. (11) and the super­
heated R-22 condensation data of Lee et al. (1991) 
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Fig. 2 Illustration of the model for R-22 data of Lee et al. (1991) 

' /* — lfs "*" cpv(Tb ~ T,a) (13) 

The i}g accounts for the effect of superheated vapor on the latent 
heat flux. This method assumes that the vapor is uniformly 
superheated over the entire length of the condensing surface. It 
is not the same issue as addressed here, because it does not 
address the rate at which the vapor loses its superheat along the 
condensing length, and how that affects the local condensation 
coefficient. Nor is the Nusselt equation applicable to condensa­
tion inside tubes. 

In the introduction, we also noted that the model has the 
same structure as the Colburn and Hougen (1934) equation 
for condensation in the presence of noncondensible gas. This 
equation is given in Chap. 10 of Collier and Thome (1994) as 

q = h%(Tb- T,) 
Kgifgpy 

(Pvb - Pvl) (14) 

Equation (14) has the same form as Eqs. (9) and (2) . The two 
terms on the right-hand side of Eq. (14) are the vapor sensible 
cooling term, and the latent heat term. The latent term is written 
in terms of the diffusion rate of the condensing vapor through 
the mixture containing the noncondensible gas. The driving 
temperature difference for the sensible term is (Tb - Tt). The 
vapor is saturated at the liquid-vapor interface temperature 
(Ti). Hence, this term is the same as in Eq. (9). Equation (14) 
is well accepted for calculation of the effect of noncondensible 
gases. 

Conclusions 
This work formulates an alternate equation for calculation of 

the condensation coefficient of superheated vapor. Although the 
equation is simpler than that of Lee, it gives the same result. 
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The basic formulation of the model is applicable to condensa­
tion inside or outside tubes of any geometry, including enhanced 
surfaces. 
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Freezing and Melting With 
Multiple Phase Fronts Along 
the Outside of a Tube 
This paper addresses the modeling and analysis of thermal storage systems involving 
phase change with multiple phase fronts. The problem involves a fluid flowing inside 
a long tube surrounded by a phase-change material (PCM). The fluid temperature 
at the tube inlet cycles above and below the freezing temperature of the PCM, causing 
alternating liquid and solid layers to form and propagate from the tube outside 
surface. The objective of this paper is to predict the dynamic performance, tempera­
ture distribution, and phase front distribution along the tube. The problem is modeled 
as axisymmetric and two dimensional. Axial conduction is neglected and the problem 
is discretized into axial segments. Each of these axial sections is modeled as a 
transient, one-dimensional problem involving phase change with the possibility of 
multiple phase boundaries. The boundary element method (BEM) is used to obtain 
the transient solution in each axial section. Each axial segment communicates with 
downstream segments through the fluid flowing inside the tube. In order to ensure 
numerically stable results, a fully implicit discretization is used in both the axial and 
time variables. Results are presented for the time and axial evolution of the phase 
fronts and temperatures in response to a fluid inlet temperature that periodically 
alternates between values above and below the freezing temperature. This BEM is 
tested against the thermal network method (TNM) and the negligible sensible heat 
approximation (NSH) by comparing the outlet temperature and the latent state of 
charge. Results are found to be consistent and accurate. 

Introduction 
The problem under investigation is shown in Fig. 1 and in­

volves a fluid flowing through a long tube surrounded by a 
phase-change material (PCM). The inlet temperature of the 
fluid cycles across the freezing temperature of the PCM, Tfr, 
and causes the temperature of the tube outer surface to change 
across Tfr. This causes alternating layers of liquid or solid to 
form and propagate from the tube wall. This situation is encoun­
tered in thermal energy storage systems. While no literature has 
been found that reports multiple layers, the authors and others 
have observed this phenomenon in operating thermal storage 
systems. The issue of off-design partial charge and discharge 
operation that causes these multiple phase fronts was the subject 
of a recent ASHRAE research project (Vick et al„ 1996). 

The present work is applicable to modeling of ice-on-pipe 
thermal storage systems where both the charge and discharge 
of the PCM (usually water) occur only from the flow inside 
the pipes. These systems typically consist of a large tank with 
a network of long tubes of relatively small diameter submerged 
in static water. A region of the PCM can be associated with 
each tube such that an outer symmetry (insulated) boundary 
approximation can be used. Due to the small temperature differ­
ence between the tube outside surface and the PCM (less than 
5°C) and the short vertical extent of the tubes, natural convec­
tion is largely absent in these systems. Experimental observa­
tions by the authors indicate that nearly cylindrical layers of 
ice form, also indicating a lack of convective motion within the 
PCM. 

Single-front phase-change problems have attracted many in­
vestigators and there are numerous publications addressing 
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these problems. Among the proposed numerical techniques, the 
finite difference and finite element methods have been widely 
used. In recent years, the boundary element method (BEM) has 
been applied to phase-change and moving boundary problems. 
The BEM requires discretization only over the boundaries, and 
thus has a major advantage over the finite difference and finite 
element methods, which require a discretization over the com­
plete domain, especially for the phase-change problems where 
nonlinearity is concentrated on the moving boundaries. 

Phase-change problems in cylindrical systems with one or 
more moving fronts arise mainly in thermal storage applications. 
There is very little research on multiple phase front problems 
available, especially for problems in cylindrical systems. Nu­
merous authors have addressed problems involving a single 
phase front (Banerjee and Shaw, 1982; Kim and Kaviany, 1990; 
Pasquetti and Caruso, 1990; Vick and Nelson, 1993) but only 
a few have addressed multiple-front phase-change problems 
(Choi and Hsieh, 1992; Nelson and Vick, 1994; Vick and Nel­
son, 1994; Yu et al., 1995), especially in cylindrical systems. 
Wrobel and Brebbia (1981) addressed the basic formulation 
using the BEM for axisymmetric transient heat conduction prob­
lems, but phase change was not investigated. Sadegh et al. 
(1987) addressed a buried tube problem in a semi-infinite do­
main where quasi-steady heat conduction was assumed. Re­
cently, Vick et al. (1996) developed a thermal model and ap­
proximate solution for ice thermal storage systems in which 
multiple phase fronts were included. The distributed effects of 
sensible heat were approximated as lumped capacities at the 
boundaries and the quasi-steady assumption was used. 

This paper is the extension of the work of Yu et al. (1995), 
where multiple phase fronts in one-dimensional cylindrical sys­
tems were studied. The current work extends the analysis to 
include both the radial and the axial development of multiple 
phase fronts along the outside of a tube containing a flowing 
fluid. With the assumption that axial conduction is negligible, 
the problem may be discretized into axial segments. Each of 
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Insulated 

Fig. 1 A typical tube showing details of boundary/inlet conditions 

these axial segments is treated as a transient, radially one-di­
mensional problem involving phase change with the possibility 
of multiple phase boundaries, as addressed by Yu et al. (1995) . 
The boundary element method is used to obtain the transient 
solution in each axial section. Since the BEM needs numerical 
discretization only over the boundaries, it is particularly well 
suited to problems with multiple moving phase fronts. 

This paper is motivated by the need for a theoretical model 
and computational algorithm to solve the freezing and melting 
problem of a PCM surrounding a long tube. This problem occurs 
in ice thermal energy storage systems. The objective of this 
paper is to develop an accurate method to predict the dynamic 
performance, temperature distribution, and phase front distribu­
tion along the tube. 

Problem Formulation 
As shown in Fig. 1, the problem under investigation involves 

the radial and axial evolution of multiple phase fronts along the 
outside of a tube. A pure substance with a freezing and melting 
temperature of Tfr is contained between two concentric cylindri­
cal walls of length L. The thin outside wall is insulated and has 
a radius of roul. The tube wall has inside and outside radii of 
rpi and rpo. There is a fluid of bulk temperature Tb(z, t) and 
mass flow rate of rh(t) flowing inside the tube. The fluid enters 
the tube at the temperature of ThM and leaves the pipe at Tb-aM. 
If the fluid inlet temperature cycles across 7}r, the temperature 
at the outside tube wall will change back and forth across 7},., 

causing alternating layers of solid and liquid to form and propa­
gate from the tube outside surface. 

Equations in the Fluid. Assuming that axial conduction 
is negligible and fully developed conditions exist, the energy 
equation of the fluid can be expressed as, 

r dr 

9Tf\ , J dTf 07} 
dt (1) 

The initial and inlet conditions are, 

7} = TMt, t = 0 

Tf=TbM(t), 2 = 0 (2) 

Here, 7} represents the local temperature of fluid and is a func­
tion of r, z and t. 

Integrating over the cross section of the tube and using the 
axisymmetric condition at r = 0 reduces Eq. (1) to 

2, N dT,„ , . , dTb , / dTf nrpi(pcp)b — + (mcp)b — = U —L (3) 

where m is the mass flow rate, Tb is the bulk temperature, and 
Tm is the mean temperature of the fluid. 

Note that Tb and Tm are defined as 

T„ = 
f 
Jo 

(pcp)buzTfdAc 
f'" , 

Jo 
TfdAc 

f 
Jo 

(pcp)buzdAc 
UAC 

T = 
1 m 

(pcp)bTfdAc ' TfdAc 
Jo Jo 

{pc„)bdAc 
Jo 

(4) 

(5) 

As defined in Eqs. (4 ) and ( 5 ) , Tb is the bulk fluid temperature 
at a given cross section, A c , and is defined in terms of the 
thermal energy transported with the bulk motion of the fluid as it 
moves past the cross section. The temperature T„, is the average 
temperature defined in terms of the lumped capacity or heat 
storage of the fluid. These two temperatures differ since the 
velocity is involved in Tb but is not involved in Tm. Thermal 

A --= ratio of the thermal diffusivities = Ste = Stefan number = / = fluid, local variable 
a/ai (pc^iTi, - T^lipihtf) h = hot 

Bi = = Biot number = hbrouJk\ t = time i - typical axial segment 
cp--= specific heat T = temperature in = inlet conditions, z = 0 
G- = Green's function Tfr = phase change temperature of init = initial condition 
hb = = heat transfer coefficient PCM j = general radial region 
h(- = latent heat of fusion uz = local fluid velocity j m = radial region adjacent to r = rpo 

k = = thermal conductivity U = mean fluid velocity jout = radial region adjacent to r — r0M 

K- = thermal conductivity ratio = klkx z = axial position I = liquid 
L- = length of tube Z = dimensionless axial position, out = outside wall surface, r = rou, 

Lz--= dimensionless length of tube = Zr Foul p = tube 
Li rout a = thermal diffusivity pi = tube inside surface, r = rpi 

m -= mass flow rate 6 = dimensionless temperature = po = tube outside surface, r = rpa 

Pe = = Peclet number of fluid = Urpilab (T - 7 » / ( T , - Tfr) s = solid 
r --
R-

= radial position 
= dimensionless radial position = 

p = density 
r = dimensionless time = aitlr2

oM 
Superscripts 

rlrM TC, rh = dimensionless cooling and heat­ n = general time level 
'out : = radial position of outside wall sur­ ing time nn = current time level 

S -

face 
= phase front position Subscripts 

S- = dimensionless phase front position b — fluid, average or bulk variable 
= s/rm c — cold 
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storage applications for the problem under investigation seldom 
involve sensible temperature differences of more than 10°C 
above or below Tfr. Thus the maximum possible difference 
between Tb and Tm is 7 percent with actual values much closer. 

While the energy equation is defined in Eq. (3) , the convec-
tive boundary condition between the fluid and the pipe wall can 
be expressed as 

or 

dT, 

dr 
r = r„. (6) 

where Tpi represents the tube inside surface temperature and the 
forced convection heat transfer coefficient hb is calculated using 
empirical correlations for laminar or turbulent flow. 

Substituting Eq. (6) and replacing Tm with Tb reduces Eq. 
(3) to 

^r2
pi{pcp\ 

dT, 

8t 
+ (mcp)„ — 

dz 

= 2irrpihb[Tpi(z, t) - Tb(z, t)] (7) 

Equations in the PCM. Since alternating layers of PCM 
are separated by surfaces all at Tfr (zero Rayleigh number), 
convection in the liquid layers is negligible. Also, thermal stor­
age systems typically have long thin geometry (length to tube 
spacing of 1000 to 3000), resulting in temperature gradients in 
the radial direction orders of magnitude higher than those in 
the axial direction. Conduction effects in the axial direction can 
thus be neglected. The energy equation in each layer of PCM 

\d_ 

r dr 
?IL\=1^I 
dr dt 

in layer j 

with the initial condition of 

Tj = Tm, t = 0 

(8) 

(9) 

where j indicates the radial layers as shown in Fig. 2. 
The appropriate boundary conditions for this problem are 

described as follows: 

1 Insulated outside wall: 

dl\ 

dr 
= 0, j = 1, r = ra (10) 

Insulated 

Fig. 2 A typical tube showing details of axial segment / 

2 Moving phase front: 

dT, dT. dsj 

-k,Tr=-K-drr + phli at r = sj(z, t), 

T = T Tfr 

i = 2 ,;.. ( i i ) 

where sj(z, t) is the location of phase boundary j . 
Composite boundaries: 
When one phase front overtakes another, a layer is con­
sumed and a boundary separating two layers of the same 
phase is employed for numerical purposes. The boundary 
conditions at this kind of boundary are given by 

dTj dTj-i 

dr dr 

Tj = 7}- . . 

ipe outside surface: 

kp dr ~ 
dT. 

t -'in 

'" ~dr~ 

' r = sj(t) (12) 

T = T 
AJm 1P' 

at r = rm (13) 

, and where Tpo represents the pipe temperature at r 
j m represents the layer adjacent the tube. The convective 
boundary condition at the tube inside surface that con­
nects the fluid and the tube is given by Eq. (6). 

Solution 

By neglecting axial conduction, the tube of total length L 
may be divided into /out axial segments of length Az = LII0Ut, 
as shown in Fig. 2, where all quantities are assumed uniform in 
the axial direction over each segment. Radially one-dimensional 
heat transfer is then valid for the alternating liquid/solid layers 
and the tube wall in each axial segment. The problem can then 
be solved as a sequence of radially one-dimensional problems 
in each axial segment. An axial segment communicates with 
downstream segments through the fluid flowing inside the tube. 

After discretization in the axial direction, all the governing 
equations, Eqs. (6) — (13), still keep the same form except all 
quantities should have a subscript i representing the j'th axial 
segment. For convenience, the subscript i is not included in the 
following expressions and all the quantities are assumed to 
be of the (th axial segment unless mentioned specifically or 
subscripted. 

Time and Axial Discretization of Fluid Energy Equation. 
Referring to Figs. 2 and 3, the fluid energy equation, Eq. (7), 
can be discretized in time and in the axial direction. The fully 
implicit scheme is employed in both the time and the axial 
variables to ensure unconditionally stable results. The discre­
tized form of the fluid energy equation, Eq. (7) , can be ex­
pressed as 

irr%{pcp)i 
(TS TT~X) 

At 
+ (mcP)i 

(TI" i ) 

Az 

= 2Ttrpihb{T™ - TV) (14) 

where the superscript nn indicates the current time step, as 
shown in Fig. 3. 

General BEM Solution in Axial Segment i. The PCM 
initially starts as a single phase of liquid or solid at temperature 
Ji„it. In a typical axial segment i, when Tb(z, t) cycles across 
the freezing temperature of the PCM, alternating layers of liquid 
and solid could form and propagate from the tube wall. Refer­
ring to Fig. 2, a general layer is represented as layer j and any 
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Current time 
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Axial Position 

Fig. 3 Discretization in axial direction and time 

newly formed layer is numbered sequentially from the tube 
wall. Note that a configuration change can occur due to the 
complete freezing of a liquid layer or complete melting of a 
solid layer. Whenever a configuration change occurs, all the 
layers are renumbered sequentially from outside to inside. Thus, 
the outermost layer is always layer j = 1 but is not necessarily 
the one that existed initially, since the moving front could reach 
the outer surface. Also, adjacent layers are not necessarily 
formed sequentially, since a layer could be consumed when one 
front overtakes the other. 

The BEM is used to develop the solution for an axial segment 
as described in the work by Yu et al. (1995). For more details, 
the reader is referred to this work. The boundary element 
method is applied by developing a general solution that applies 
in a layer of liquid, layer of solid, or the tube wall. The general 
solution is constructed using the full space Green's function (or 
the fundamental solution), corresponding to the energy equa­
tion, Eq. (8). This Green's function is given by 

Gj(r,t\r0,t0) = 
1 

4-KOtj(t - t0) 

X exp 
r2 + rl 

h 
Aaj(t - t0) / \2aj(t - t0) 

rr0 
(15) 

The solution for a particular layer can be expanded in terms 
of integrals of the Green's function. The resulting integrals can 
be discretized in time to obtain 

T™(r) = Fj(z, t) + 
2TTOCJ 

<B (GI)" - T?r0(HI)" + TfrV](Giy 

I dT \" 
r0(—M (GI)" - T]r„(Hiy + TfrV'](Giy 

(16) 

where \ is \ on the boundaries and 1 inside a layer. F, represents 
the influence of the initial condition and is zero except for the 
original layer of PCM that existed at t = 0 and the tube wall. 
Also, V" is the velocity of a moving front. The time integrals 
of the Green's function, (GI)" and (HI)", are defined as 

(GI)" = j„_, G,(r, 11r0,t0)dt0 

r 8Gtr.t\«, h) 
J,"-' or0 

and can be interpreted as the influence coefficients. 

For each PCM layer j and the tube wall at current time step 
nn, two simultaneous equations can be obtained by evaluating 
Eq. (16) at both boundaries of this layer, r = s"+i and r = 
s"". These equations can be written in matrix form as 

AJUJ = Bj (18) 

where Aj is a 2 X 2 matrix that depends on geometry, thermal 
properties, and the time step. Uj and Bj are 2 x 1 matrices 
where Uj represents the unknown boundary information, and 
Bj accounts for the history of this layer. At a stationary bound­
ary, such as the tube surface or the outer wall surface, the 
unknowns in Uj are temperature or heat flux, depending on the 
boundary conditions. At a moving front, the unknowns are the 
heat flux (since the temperature is locked to the freezing temper­
ature Tfr of the PCM) and the phase front location. For a fixed 
boundary separating two layers of the same phase, both temper­
ature and heat flux are unknown. 

Multiplying Eq. (11) by 2irsj and integrating over time from 
;„„_! to tm produces the discretized form of the energy balance 
at a moving boundary in the form 

{(STY - (sr[)2]Phif 

2s]" A? 
dr I dr 

at (19) 

Computational Algorithm. Beginning with a single layer 
of pure liquid or solid in the PCM, all temperatures are initial­
ized to rini, at time t = 0. A marching procedure is then imple­
mented in both the time and axial variables with the notation 
indicated in Fig. 3. First time is incremented and the solution 
in each axial segment is calculated, beginning with the tube 
inlet and marching downstream to the exit. Due to the hyper­
bolic nature of the fluid equation, Eq. (7) , the order of the time 
and axial marching procedure could be reversed; however, it is 
more suitable for system simulation in thermal storage systems 
to increment time first. 

At a given time and axial position, a set of simultaneous 
equations is assembled for the unknown boundary data at the 
various radial locations. Equation (14) is used in the fluid while 
Eq. (16) is used at the two boundaries of the pipe wall and at 
the two boundaries of each solid and liquid layer in the PCM. 
Boundary conditions, such as Eq. (19) at moving phase fronts, 
supply the remaining conditions necessary to assemble a simul­
taneous set of equations for the unknown temperatures, heat 
fluxes, and phase front positions at the radial boundaries in each 
axial segment. 

The unknown temperatures and heat fluxes enter the BEM 
formulation in Eq. (16) in a linear fashion; however, the posi­
tions of the phase boundaries enter in a highly nonlinear fashion. 
As a result, the following iteration procedure is used to solve 
the radial problem at the current time and axial position: 

• All moving phase front positions, s]'\ are guessed using 
the velocity at the previous time step. 

• Simultaneous equations generated from Eqs. (14) and 
(16) are solved for the unknown boundary temperatures 
and heat fluxes. 

• Equation (19) is used to improve the values of s"". 
• Iteration is continued until Eq. (19) at all phase fronts is 

satisfied to within a specified accuracy. 

After a converged solution is obtained at the current time 
and axial location, the solution is examined for possible config­
uration changes due to any one of the following occurrences: 

1 The outer pipe wall surface crosses the freeze tempera­
ture, initiating the formulation of a new layer. 

2 A phase front consumes an adjacent layer and merges 
with another phase boundary, producing a stationary com­
posite boundary separating two layers of the same phase. 
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If any one of these events occurs, the configuration is updated 
and the solution is recalculated. Note that more than one con­
figuration change can occur. 

Results 

The results of this investigation are presented in terms of 
dimensionless parameters defined in the nomenclature, where 
the thermal diffusivity and thermal conductivity of the liquid, 
the outside wall radius, and the freeze temperature are chosen 
as reference quantities. A sample case is chosen where the 
dimensionless fluid inlet temperature 6b>in switches back and 
forth between values below ( - 1 ) and above (1) the freezing 
point of the PCM. The dimensionless cooling and heating times 
are rc and rh, respectively. Water is used as the PCM and the 
dimensionless parameters are listed in Table 1. Numerical re­
sults are shown for 70Ut = 21 axial segments of equal length of 
AZ = LZIIOM- Also, equal heating and cooling times are used 
(TC and rh) with 20 time steps in each heating and cooling 
period, A T = TC/20. Numerical experimentation showed that 
these choices produced results that were independent of time 
step and axial segment size. 

Figures 4 - 6 display the time evolution of temperatures and 
phase fronts at three different axial locations. In each figure, 
the bottom portion shows the radial position of each front vary­
ing with time. When one front overtakes another, a layer be­
tween them is consumed and the front separating these two 
adjacent layers is fictitious (shown as a dotted line) because 
these two layers are of the same phase. When a moving front 
reaches the upper limit (SJ" = 1.0), the layer adjacent to the 
outer wall surface is consumed. All the phase fronts are repre­
sented with solid lines except for the fictitious boundaries. The 
layers are labeled in each region with Liq or Sol, representing 
liquid or solid, respectively. The top portion shows the variation 
of the fluid inlet temperature, the fluid bulk temperature at the 
particular axial location, and the tube outer surface temperature. 
A new layer forms when 9po crosses the freezing temperature 
of the PCM (Op = 0.0). 

Figure 4 shows the variation of temperatures and the phase 
fronts at the exit of the first axial segment i = 1. The hot and 
cold periods are TC = rh = 1. The PCM starts as an all-liquid 
layer at an initial condition of 0init = 0.0. At time r = 0, the 
inlet temperature is set to 9b:m = — 1. The first freeze phase front 
starts at the first time step. Because of the higher conductivity of 
the ice and no stored sensible energy at the initial condition, 
this freeze front reaches the outer boundary and consumes the 
whole liquid layer before the inlet temperature 6b;m switches. 
The PCM becomes one layer of solid and is subcooled quickly 
until the melting period begins. At time r = 1, the inlet tempera­
ture switches to 9b;m = +1. Because of the subcooling of the 
PCM and the high Stefan number, the energy stored in the 
subcooled solid slows down the formation and propagation of 
the liquid layer. This first melt front starts late in the second 
time step of this melting period, T = 1.1, and does not reach 
the outer wall at the end of this period because of the sensible 
energy stored in the first solid layer and the lower conductivity 
of liquid. Thus, there is less energy stored in this liquid layer. 

Table 1 Geometry, property ratios, and parameters for the sample case 

Geometry Rpi^O.2; 1^=0.25; Rou[=l; Lz = 3000 

Thermal Diffusivity Ratios A,= l; A, = 8.60; A^ = 1.70; Ab = 0.21 

Thermal Conductivity Ratios K,= l; K, = 3.88; K„ = 0.88; £,, = 0.20 

Stefan Number Ste-1.0 

Peclet Number Pe = 101 

Biot Number Bi =1.0 

Initial Temperature einLl = 0.0+ (all liquid) 
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Fig. 4 Time evolution of temperatures and phase fronts at the exit of 
the first axial segment (/' = 1, z = 142.86). Parameters are listed in Ta­
ble 1. 

In the next freezing period, the freezing front overtakes the first 
melting front and consumes the liquid between the two solid 
layers. Thus, the PCM becomes two layers of solid separated 
by a fictitious boundary, shown as a dotted, stationary line. The 
PCM is subcooled more than in the first freezing period until 
the fluid temperature switches back to 9bM = +1 at time r = 
3. The second melt front starts at the third time step of this 
melting period, T = 3.15, and thus propagates more slowly than 
the first melting front. Because of more stored sensible energy 
in the solid layers and lower conductivity and diffusivity of the 
liquid, this melt front propagates slightly less than previous 
melting front. The next cooling period starts at r = 4 and the 
third freeze front starts at the first time step of the freezing 
period and overtakes the previous melt front. 

Figure 5 shows the variation of temperatures and the phase 
fronts at the exit of the middle axial segment, i = 11. The 
behaviors of the freezing and melting fronts are similar to those 
in Fig. 4. Because of the energy transferred in the upstream 
axial segments, the driving potentials in both freezing and melt­
ing periods decrease quickly in this case. Thus, the first freezing 
front is far away from the outer wall. Because the fluid driving 
potential is smaller, and thus less sensible energy is stored, the 
PCM never gets to a fully charged or discharged condition 
(never becomes all liquid or all solid). The influence of sensible 
energy is not apparent in this segment. Even though the driving 
potential in the freezing period decreases faster than that in the 
melting period, the freezing fronts still propagate faster than 
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Fig. 5 Time evolution of temperatures and phase fronts at the exit of 
the middle axial segment of the tube (/ = 11, z = 1571.42). Parameters 
are listed in Table 1. 
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Fig. 8 Moving front distribution at the middle of the first melting period 
(T = 1.5, nn = 30). Parameters are listed in Table 1. 

the melting fronts. It is hard to notice that all the temperatures 
have a slight time delay in responding to the inlet temperature 
since the tube is long and it needs time to propagate the inlet 
condition downstream to this segment. This phenomenon could 
be exaggerated for cases with low Peclet numbers (low mass 
flow rate). 

Figure 6 shows the temperature and phase front curves at the 
outlet of the tube, i = 21. In this axial segment, the fluid temper­
ature has a longer time delay than that in segment;' = 11. Since 
the absolute value of the fluid temperature is much closer to 
the freeze temperature of the PCM than that in previous segment 
i = 11, the phase fronts propagate much more slowly than in 
segment i = 11. Even though the fluid has lower conductivity 
and the first solid layer has some stored sensible energy, the 
melting fronts overtake the first freeze fronts in the melting 
cycles. This is because the fluid driving potential in the freezing 
period decreases faster than that in the melting period. Thus, 
the driving potential difference of the fluid in the melting and 
freezing periods is large enough to cause the melt front to 
overtake the freeze front in this segment. The PCM is then 
heated to store some sensible energy. Because of this, the second 
freeze front starts late at the fourth time step in this freezing 
period, r = 2.2. Because the driving potential is relatively small 
in this segment, the stored sensible energy in the liquid plays 
an important role in slowing down the formation of the freeze 
fronts. 

Figures 7-9 are snapshots of the freeze and melt front distri­
butions around the tube taken in the middle of each heating/ 
cooling period. These figures are not to scale in geometry and 

the radial direction scale is strongly exaggerated for illustration. 
The physical ratio of axial scale to radial scale should be 3000:1. 

Figure 7 shows the freeze front distribution along the tube 
at time r = 0.5, in the middle of the first freezing period. The 
stepwise pattern is a representation of the fully implicit axial 
discretization. There are a total of two axial segments. Figure 
8 shows the front distributions at r = 1.5, in the middle of the 
first melting period. Note that the melt front at the entrance of 
the tube is slowed down once the freeze front reaches the outer 
wall surface. The solid layer at the entrance was subcooled and 
the stored sensible energy slows down the formation of the melt 
front. 

Figure 9 shows the distributions at T = 2.5, in the middle of 
the second cooling period. Note that the melting front is overtak­
ing the freezing front at this moment. Due to the energy trans­
ferred in upstream axial segments, the driving potential of the 
fluid in the melting period is larger than that in the freezing 
period at the latter portion of the tube. This causes the melt 
front to overtake the freeze front. The fictitious boundary sepa­
rating two layers of the phase is shown as a dotted line. 

To validate the BEM algorithm, several cases with different 
Stefan numbers are tested against the thermal network method 
(TNM) developed by Vick et al. (1996) and against the negligi­
ble sensible heat (NSH) approximation, where only latent heat 
effects are considered. The TNM has been extensively validated 
with experimental data for low Stefan numbers and a single 
phase front (Nelson et al., 1996). No experimental data are 
available for multiple phase fronts for direct comparison with 
the present BEM. Since the strength of this BEM algorithm is 
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Fig. 9 Moving front distribution in the middle of the second freeing 
period (r = 2.5, nn = 50). Parameters are listed in Table 1. 
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the ability to track multiple phase fronts without the restriction 
of small Stefan number, partial charge/discharge cases for high 
and low Ste are compared. 

The exit temperature and latent state of charge (mass percent 
of ice) from the three different methods are compared in Figs. 
10 and 11. In these figures, the upper portion shows the latent 
state of charge (L-SOC), which represents the accumulated 
energy transferred while the lower portion of the figures shows 
the outlet temperature, 9b,M, which reflects the heat transfer 
rate at current time. 

Figure 10 shows the results of a case with Ste = 1.0. Since 
the NSH does not consider the sensible heat at all, the L-SOC 
is far off from those of the BEM and TNM. The outlet tempera­
ture of fluid, Ob.am, is also off from those of the other two 
methods. The results from the BEM and the TNM have very 
good agreement. Because of the neglect of the sensible energy, 
the L-SOC from NSH method gets to a fully charged condition 
at each freezing period while those from the other methods do 
not. Note that at each freezing period, there is a sudden drop 
of the fluid outlet temperature in the NSH method. After the 
PCM around the tube becomes one single phase, only the sensi­
ble energy physically exists in the PCM. Thus, 9bt0Ut drops in 
the NSH abruptly and the discrepancy shows up. In the melting 
period, due to the low conductivity in the liquid PCM, 9bfiM is 
very close to the inlet temperature, 9bM. There is no sudden 
rise of 9biOUt when the PCM around part of the tube becomes 
single-phase liquid. 

Figure 11 shows the same case as shown in Fig. 10, except 
that the Stefan number is one tenth of that in Fig. 10, Ste = 
0.1, and the time for each period is increased by 10. As expected 
for a low Stefan number, the discrepancy of L-SOC and 9biM 

is much smaller comparing with case in Fig. 10. All the other 
behaviors are similar to those in Fig. 10. Note that 0M m in all 
three methods has a dip in the freezing period because of the 
small Stefan number. The offset of the L-SOC due to 0iniI in 
the NSH method gets smaller after the first freezing period. 

The agreement between the results from the BEM model and 
the TNM model is excellent for low Stefan number cases and 
good for high Stefan numbers cases. The NSH method works 
very well for small Stefan numbers even when the system is 
superheated or subcooled during the process. For high Stefan 
number cases, the NSH method also works well until all the 
PCM or the PCM at some axial segments becomes one single 
layer. 

Conclusions 

A general method for analysis of multiple phase front prob­
lems encountered in thermal energy storage systems is devel­
oped in the present work. A multiple front problem arises when 

o 
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CD 
+-» 

o 

Fig. 11 Comparison of BEM with TNM and NSH. Low Stefan number, 
high initial temperature. 

the system experiences partial charge and discharge, as shown 
in Figs. 4 -9 , while a fully charged/discharged system has at 
most one single moving front. For the case described in Figs. 
4 -9 , if the heating and cooling periods are increased, this case 
could become a single front or fully charged/discharged prob­
lem. On the other hand, a fully charged/discharged system can 
become a partial charged/discharged system by reducing the 
length of the freezing and the melting periods. In applications, 
ice thermal energy storage systems experience many partial 
charge and discharge cycles due to off-design operation. 

The freezing and melting processes are modeled as a series 
of radially one-dimensional problems in axial segments along 
the flow direction. A boundary element method is applied in 
each axial segment, including the full effect of sensible and 
latent energy, as well as different thermal properties in the solid 
and liquid phases. The boundary element method is well suited 
to multiple phase front problems, since it requires discretization 
only on the boundaries and phase fronts, while the finite element 
and finite difference methods require complete spatial discreti­
zation. 

Stable and accurate results are generated using a fully implicit 
scheme in both the axial direction and in time. The results 
are tested against the thermal network method (TNM) and the 
negligible sensible heat approximation (NSH). The agreement 
between the exit temperature and the volume percentage of the 
ice (Latent State-of-Charge) obtained with the BEM and TNM 
models are excellent. The NSH model works well for low-
Stefan-number cases, for cases without subcooling and super­
heating and for cases with high Peclet numbers. 
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A Model for Solidification Under 
the Influence of Thermoelectric 
and Magnetohydrodynamic 
Effects: Application to Peltier 
Demarcation During Directional 
Solidification With Different 
Gravitational Conditions 
A physics-based model is developed to study the gravitational (convection), thermo­
electric (Peltier, Seebeck, Joule, and Thomson) and magnetohydrodynamic (Lorentz 
force) effects on solidification phenomena. A scaling analysis is carried out to exam­
ine the importance and contributions of various governing parameters. Directional 
solidification with Peltier Interface Demarcation under varying gravitational condi­
tions is simulated for the Bridgman-Stockbarger configuration. The predicted inter­
face location and movement during current pulsing are studied and the microstruc-
tures corresponding to different current polarities are analyzed based on Jackson-
Hunt theory. 

1 Introduction 
Owing to its importance in many industrial applications, the 

fundamental aspects of directional solidification have received 
much attention in recent years. Many of these studies are de­
voted to studying the effects of heat and mass transfer on growth 
rate and interface morphology. Peltier Interface Demarcation 
(PID) has been successfully applied to the study of directional 
solidification of single-phase (Lichtensteiger et al., 1971) and 
multiphase (Pirich and Larson, 1982; Holmes and Gatos, 1978) 
systems. The microscopic growth rate and interface morphology 
during solidification of a nontransparent system have been re­
corded by these authors. Experiments using PID have been 
conducted in orbit and on earth to study the effects of buoyancy-
induced convection on single and multiphase directional solidi­
fication (Lichtensteiger et al., 1971; Pirich and Larson, 1982; 
Wang et al , 1984; Favier et al., 1994; Quenisset and Naslain, 
1981). In these experiments, the PID technique has also been 
used to acquire information on the evolution of the solid/liquid 
interface. 

Peltier Interface Demarcation is achieved by passing a current 
pulse through the directionally solidifying sample to create a 
rapid thermal perturbation at the solid/liquid interface due to 
the Peltier effect. This results in a morphological (chemical, 
microstructural, and/or strain) perturbation corresponding to 
the solid/liquid interface shape at the instant of the current 
pulse. Due to the presence of the electric current, additional 
thermoelectric responses are also observed including Joule, 
Thomson, and Seebeck effects (Shercliff, 1979). Different from 
the Peltier effect, the Joule and Thomson effects are the volu­
metric heat production or absorption and occur not only in the 
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vicinity of the solid/liquid interface but throughout the bulk 
liquid and solid. In addition to the thermoelectric effects, mag­
netohydrodynamic (MHD) effects are also produced in the pres­
ence of electron motion in the magnetic field induced by the 
electric field. In a gravitational environment, the MHD effect 
can interact with buoyancy convection so as to complicate the 
heat and mass transport during directional solidification and 
interface demarcation. 

To understand the nature of thermal transients induced by 
PID and their significance in directional solidification, Sil-
berstein and Larson (1987) experimentally studied the thermo­
electric and morphological effects of PID on directional solidi­
fication of a Bi/MnBi eutectic. In particular, the spatial variation 
of thermoelectric effects during Peltier pulsing in Bi and 
Bi/MnBi eutectic were studied. Their experimental data indi­
cated that the thermal perturbation due to thermoelectric effects 
can be resolved into Thomson/Peltier and Joule heating contri­
butions. Based on experimental observations, a semi-empirical 
expression was suggested to estimate the thermal perturbation 
caused by the individual thermoelectric effects. Schaefer and 
Glicksman (1968) studied Bi interface movement resulting 
from Peltier heating and cooling, and Li et al. (1996) applied 
the PID technique to study the dynamic process of solid/liquid 
interface instability during directional solidification in Bi-1 wt% 
Sb alloys, and quantitatively analyzed the correlation between 
the morphological effects of PID and pulsing conditions. 

Due to limited experimental data, the understanding of ther­
moelectric effects on interface demarcation in directional solidi­
fication is not complete. To obtain more detailed information 
on thermal perturbations due to thermoelectric effects, Brush et 
al. (1990) performed a numerical study of directional solidifi­
cation in the presence of thermoelectric effects with the elec-
tromigration of solute. Their model was, however, based on a 
one-dimensional configuration and the solid/liquid interface 
was assumed to be planar. Recently, Zheng and Larson (1997a) 
have developed a computer model to investigate PID during 
directional solidification of Bi in a microgravity (diffusion-
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controlled) environment. Dynamic growth in an axisymmetric 
system has been investigated and the individual influence of 
the Joule, Peltier, and Thomson effects has been quantitatively 
identified. Although several theoretical studies have been con­
ducted to examine PID on directional solidification, most of 
them have focused on either the effects of thermoelectric forces 
alone, or gravitationally dependent convection. The influence 
of combined convective, thermoelectric, and magnetohydrody-
namic effects on interface demarcation is not well understood. 

To understand the mechanisms of interface demarcation dur­
ing directional solidification, we have extended our previous 
numerical study (Zheng and Larson, 1997a) from diffusion-
controlled to varying gravitational (convection) conditions. The 
work will be presented in this paper as follows: 

• A physics-based mathematical model is proposed to de­
scribe the directional solidification including thermoelec­
tric and magnetohydrodynamic effects. 

• Based on the proposed model, a scaling analysis of mag­
netohydrodynamic effects is carried out, and its impact 
on the flow and temperature field evolution is qualitatively 
examined. 

• The mathematical model for an axisymmetric system rep­
resenting the Bridgman-Stockbarger system is incorpo­
rated into the existing MASTRAPP algorithm (Zhang and 
Moallemi, 1995; Zhang et al., 1996). 

• Finally, numerical simulations of Peltier interface demar­
cation under varying gravitational conditions, and the 
thermoelectric and magnetohydrodynamic effects on in­
terface demarcation and directional solidification are ex­
amined in detail. 

2 Mathematical Formulation 
For the system involving external electric current pulsing, 

under a varying gravitational environment, the directional solid­
ification can be described by a set of conservation equations 
for mass, momentum, and energy as follows: 

dp 

dt 

d 

+ V-(pu) = 0, (1) 

dt 
(pit) + V-(puu) = - V p + pSJzu + £ F , , (2) 

dt 
(pCpT) + V-(pC„Tu) = Q, (3) 

where F, is the body force, and Q is the rate of local energy 
storage. The body forces in Eq. (2) can be written as: 

I f, = pg + j X B (4) 

where pg is the gravitational force, j X B is the Lorentz force, 
and g, j , and B are the gravitational acceleration, current den­
sity, and magnetic induction field, respectively. 

Considering that a conduction current, of intensity j , can be 
caused by a temperature gradient VT as well as by an electric 
field E or an electromotive force u X B (due to motion at 
velocity u in a magnetic induction field B), Ohm's law can be 
generalized as (Panofsky and Phillips, 1956): 

j/a = E + « X B - SVT (5) 

in which S is the absolute thermoelectric power of the conduct­
ing medium in question, and a is the electrical conductivity 
measured under isothermal conditions. Electric current flow 
causes additional heat flow, and as a consequence, the heat flow 
intensity q is given by a modified version of Fourier's law as 
(Panofsky and Phillips, 1956): 

q = -kVT + STj (6) 

in which k is the thermal conductivity, measured under condi­
tions where j is absent. 

In a current- and heat-conducting medium at equilibrium with 
a given temperature distribution at a given instant, there is an 
electrical energy input to the medium at a rate W = E-j per 
unit volume and time. Hence the rate at which energy is stored 
locally in the medium is given by 

Q = -V- t f + W 

= V-(kVT) - V - ( S r j ) +j2/a +]S-VT (7) 

Nomenclature 

b = 
B = 

C„ = 
E = 
F = 
g = 

Gr = 

Ha; 

j : 

k-
Nj-

Nf-

NT--

P = 
Pr = 
<? = 
fi = 

Rem = 

inner radius of ampoule, m 
magnetic induction field, T (tesla) 
specific heat, J kg"' KT1 

electric field, V nT1 

force, N m - 3 

acceleration due to gravity, m2 s~' 
Grashof number = /3( Th — 
Tmp)gbllv] 
Hartman number = job 
unit vector 
current density, A m " 2 

thermal conductivity, W/mK 
Joule number = 2pCpt{Th — 
Tmp)p,eIBa 

Peltier number = Yls,jablk{Th -
*-mp) 

Thomson number = r(Th — Tmp)l 
bjo 
pressure, Pa 
Prandtl number = \iCpllk 
heat flux, W/m 
energy storage, W 
magnetic Reynolds number = 
\xeasbua 

S = 

St = 

t = 

T = 
T = 
* mp 

u = 
un = 

VR = 

w = 
^•int = 

x,y 

absolute thermo-electric power 
(Seebeck coefficient), V K~' 
Stefan number = Cp,(Th -
Tmp)AH-' 
time, s 
temperature, K 
melting temperature, K 
vector velocity, m s"1 

interface moving velocity, normal 
to the interface, m r 1 

pulling velocity, m s"1 

centerline interface moving veloc­
ity, /xms"1 

average interface moving veloc­
ity, ^ms"1 

work done by electric field, J s - 1 

interface location, m 
distance, m 

a = thermal diffusivity, m s 
/3 = volume expansion coefficient, 

K- ' 
AH = latent heat of fusion, J kg - 1 

8 = dimensionless temperature 

\ = lamellar/rod spacing, pm 
p = dynamic viscosity, kg m"1 s"1 

pe = magnetic permeability, A m2 

v = kinematic viscosity, m2 s"1 

EL,; = Peltier coefficient, V 
p = density, kg nT3 

a = electric conductivity, fi_1 m"1 

r = Thomson coefficient, V K H 

Subscripts 
a = adiabatic zone 
c = cold zone 
h = hot zone 
/ = liquid (melt) 
s = solid (crystal) 
0 = reference to the external electric 

field 

Superscripts 
= dimensionless 

* = vector 
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where Eqs. (5) and (6) have been invoked. If we apply the 
normal, "low-frequency" approximation (Shercliff, 1979), 

V-j = 0, 

Eq. (7) reduces to 

Q = V-(kVT) +f/a -jT-VS. 

(8) 

(9) 

The extra local heating due to the electric current exceeds 
the Joule heating j2/a by the final term jS-VT. Note that this 
effect occurs even when the electric current is due to electromo­
tive forces other than the thermoelectric ones, or when S varies, 
because of variable composition, provided the current density 
j has a component parallel to V7\ The effect is produced be­
cause the variation of S in Eq. (6) means that a given current 
flux transports a varying entropy flux. When the medium is of 
uniform composition and S is a function of T only, the last term 
in Eq. (9) can be written as 

-T-yVT, (10) 

which describes the Thomson effect. The quantity r = T{dSI 
dT) is called the Thomson coefficient. 

Considering an electric field where the movement of the in-
situ electrode is negligible, the current density j and the mag­
netic field B can be evaluated via Maxwell's equations (Panof-
sky and Phillips, 1956), 

V X E = 
dt 

and 

V X B = /xj 

V-f l = 0 (11) 

where /j,e is the magnetic permeability. By substituting Eq. (5) 
into Maxwell's equations, an equation for magnetic field is 
obtained as 

— = V2S + V X (M X B) - V X (SVT), (12) 
at p.ea 

where the last two terms on the right-hand side of Eq. (12) can 
be rewritten as 

uV • B + SV • u - VS X VT - SV X VT. (13) 

For an electrically homogeneous material in an incompressible 
flow, we have 

V -u = 0, and 5 = S(T) (14) 

Substituting Eqs. (11) and (14) into Eq. (13), the last two 
terms in Eq. (12) reduce to zero, and the magnetic field Eq. 
(12) is simplified as 

dB 

dt 
(15) 

With respect to directional solidification involving a phase 
change process, an additional equation 

- k ^ 
dx„ 

+ h 
3T_ 

dx„ 
ns/y„ = pVHun (16) 

is required to determine the movement of the solid/liquid inter­
face, where Ylsi is the Peltier coefficient (a material property), 
and the subscript n indicates the direction normal to the solid/ 
liquid interface. In the discussion that follows, the solid/liquid 
interface is assumed to be isothermal, applicable to a single 
component system. 

3 Dimensionless Parameters and Order of Magni­
tude Analysis 

A scaling analysis is performed here to estimate the order 
of magnitude of the buoyancy and thermoelectric effects. We 
nondimensionalize the conservation equations using the follow­
ing dimensionless parameters: 

x „ _ ub 

b vt 

T - T 

AT ' 

t = 
tVi 

P = 
Pi 

& k = l 
Cp,i ki 

j = r i a = — , B = B/(job/asi/0) 
Jo os 

where b is the reference length scale, vlb is the velocity scale, 
AT =Th — Tmp is the difference between the highest temperature 
of the system Th and the melting temperature Tmp, the subscripts 
0, s, and / represent reference, solid, and liquid. The dimen­
sionless conservation equations for mass, momentum, energy, 
and magnetic field (Eqs. ( l ) - ( 3 ) and (15)) are then obtained 
as 

^r + V - (p2 ) = 0, 
at 

(17) 

— (pu) + V-(pM) 
at 

= -V/7 + AV2 u - Grpelg + Ha2j X B, (18) 

B rpc„e) + v-{pucp9) 
dt 

Pr Nj 

1 

NT* 
Pr 

i ( B ) = 5zv^ 

j-ve, (19) 

(20) 

and the equation for the solid/liquid interface movement (Eq. 
(16)) is given by: 

St, / f 3d 

Pr V dx„ 

50 

dx„ 

St, 

Pr 
Npjn = U„. (21) 

In Eq. (18), p = (p - pigx)/(pvf/b2) is the dimensionless 
pressure. The governing parameters 

and 

Gr = pATgbVv2 

Ha = j0b
2/<rsv,{ajpi',y 

(22) 

(23) 

are the Grashof and Hartman numbers, representing the dimen­
sionless buoyancy and magnetic forces, respectively. 

and 

Pr = vJoLt 

Nj = 2pCplATI{Blltie) 

(24) 

(25) 

in Eq. (19) are the Prandtl and Joule numbers that measure the 
ratios of kinetic to viscous heat and Joule to magnetic heat in 
the system, respectively, and B0 = jabl{asVi) is the reference 
magnetic induction. 

NT = Tj0/(k/b) (26) 
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and 

NP = Tlslj0/(kAT/b) (27) 

are the ratios of the Thomson and Peltier effects to the heat 
flux, and we name them after Thomson and Peltier. 

St = CP,AT/AH (28) 

is the Stefan number for the melt, which measures the ratio of 
heat capacity to latent heat. 

Rem = fjLeasv, (29) 

is the magnetic Reynolds number, which can also be expressed 
in an alternative form as Rem = p,ecrsbu0 with the reference 
velocity u0 = vtlb. 

3.1 Magnetic Induction Field. It is interesting to find 
that the governing equation for the magnetic field, Eq. (20), 
preserves the features of the Navier-Stokes equation where 
inertia terms are absent. The magnetic Reynolds number in this 
equation quantifies the transport of the magnetic effects. For 
most liquid metals and semiconductors, the magnetic Reynolds 
number is much smaller than unity, e.g., for bismuth Rem is 
approximately 10 ~7. Due to the small value of Rem, the distribu­
tion of magnetic induction is predominantly determined by a 
diffusion process rather than a transient process. Therefore, Eq. 
(20) can be simplified as a Laplace equation: 

V2B~ = 0. (30) 

The magnetic induction in the present system (Fig. 1) is 
primarily induced by the externally imposed current field. Ac­
cording to Savart's law (Panofsky and Phillips, 1956), the mag­
netic field, as a function of current density for a cylindrical 
system can be expressed as: 

-B = B.[i2LLdy (3]) 
47r J r 

where f is the distance from the point of integration or source 
point (where j is located) toward the field point where B is 
determined, and V is the integral volume. Assuming a constant 
current density, j = j0ix, we find: 

5 = 3 VeM X X X 

and 

j X B = \ \iek\k\ y\ X Ox X X) (32) 

I 

Fig. 1 Schematic diagram of directional solidification in a Bridgman-
Stockbarger system 

Journal of Heat Transfer 

where ix and iy are the unit vectors of Cartesian coordinates x 
and radius y, respectively. The cross product ofj and B, associ­
ated with j = j0ix, is then derived as 

) x f i = 4Rem-^-3?l r (33) 
I Jo\ 

The j X B expression in Eq. (33) indicates that the Lorentz 
force due to the imposed axial electric current is proportional 
to the magnetic Reynolds number and dimensionless radius 
pointing to the axis. 

3.2 Gravitational and Magnetic Effects. In Eq. (18), 
the fluid motion can be induced by either the gravitational force 
or Lorentz force even when initial fluid motion and the pressure 
gradient are absent. Given the gravitational force pg = pgix (or 
h = '*)< t n e buoyancy force, -Gr p9is, is aligned with the x 
direction and varies from - G r p (hot side) to zero (interface) 
due to the temperature change. The Lorentz force, Ha2) X B, 
is aligned with the radial direction, pointing to the center of the 
ampoule, and varies from zero at the center of the ampoule to 
5 Ha2 Rem near the wall. Assigning the reference length b — 3 
mm and a temperature difference AT = 175°C, Gr for Bismuth 
under unit gravity is 105. Under these conditions, the Hartmann 
number Ha, aty0 = 80 A/cm2, is 1.156 X 106, and the magnetic 
Reynolds number Rem is 1.8 X 10 "7. Considering these dimen­
sionless numbers, we find that Ha2 Rem ~ 2.4 X 105 and Gr 
~ 10s, indicating that the maximum magnetic force induced 
by the electric current is of the same order of magnitude as that 
of the maximum gravitational force. However, these two forces 
cannot cancel each other due to the fact that the gravitational 
force is in the longitudinal direction and the magnetic force is 
in the radial direction. 

3.3 Thermoelectric Effects. Thermoelectric effects in­
clude Seebeck, Thomson, Peltier, and Joule effects. By defini­
tion, the Seebeck effect is the electric potential generated by 
a temperature difference in a uniform material, or materials 
difference at constant temperature. The Joule, Thomson, and 
Peltier effects are cooling or heating generated by the electric 
field. It must be emphasized that for a given local temperature 
distribution, the "extra" local heating/cooling due to j is 
contributed by Joule heating as well as the Thomson effect. The 
Thomson effect exists even when j is due to electromotive 
forces other than the thermoelectric forces, provided j has a 
component parallel to VS. The Peltier effect arises because of 
the ability of the current to transport or generate heat abruptly 
at the interface. The magnitude of the Peltier effect can be 
determined by the difference of the Thomson effect across the 
solid/liquid interface (Zheng and Larson, 1997a). Thus, the 
thermoelectric effects on energy redistribution are represented 
by the Joule and Thomson effects, as seen in Eq. (19). The 
dimensionless parameters for Joule heating and the Thomson 
effect have been identified as 2 Rem//V/ and NT/Pr, respectively. 
For the chosen material Bi, given AT = 175°C and jo = 80 hi 
cm2, Rem = 1.8 X 10 7, Pr = 0.01613, and Nj = 5 X 10"7 are 
obtained. NT, proportional to the Thomson coefficient, is 1.7 X 
102 r . The Thomson coefficient for liquid bismuth, plotted in 
Fig. 2, is almost zero, while that for solid bismuth is of the 
order of 10"4 (Zheng and Larson, 1997a). Based on the afore­
mentioned dimensionless parameters, 2 Rem/Nj « 0.72 and NTI 
Pr =* 1.06 are obtained. This confirms that in liquid bismuth, 
Joule heating is a dominant thermoelectric effect, while in solid 
bismuth, the Thomson effect can be of the same order of magni­
tude as Joule heating. The maximum Thomson effect is 
achieved when the current direction is anti-parallel to the tem­
perature gradient. Quantitative information with respect to Joule 
heating and the Thomson effect for bismuth can be found from 
Zheng and Larson (1997a). 
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Fig. 2 Thomson coefficient for bismuth as a function of temperature 

4 Numerical Method and Accuracy 
The governing equations for mass, momentum, and energy 

together with the formulations for body force, heat flux, current 
density, and interface movement have been solved using the 
adaptive curvilinear finite volume scheme (MASTRAPP) de­
veloped by Zhang and Moallemi (1995) and Zhang et al. 
(1996). The principal components of this scheme include 
multizone adaptive grid generation (MAGG) and curvilinear 
finite volume discretization (CFV). 

The MAGG scheme is based on a constrained variational 
method in which a linear combination of integrals, measuring 
different grid characteristics, is optimized using Euler-La-
grange equations. A mesh for the current calculations is created 
with the optimization of important grid characteristics; namely 
the smoothness, orthogonality, weighted cell area, and inertia 
of the grids for the entire domain with the exception of the 
zonal interfaces. At the zonal interfaces, the Euler-Lagrange 
equations together with the constrained formulation (the inter­
face shapes) provide necessary conditions to determine the grid 
distribution and Lagrange multipliers. The finite difference ap­
proximation of the Euler-Lagrange equations are solved by a 
SOR method to obtain coordinates of the grid points. 

The CFV scheme employs a flux discretization in the physical 
domain. Due to its simplicity in the multidomain system, a non-
staggered grid arrangement is chosen. Pressure oscillation induced 
by the chosen grid arrangement is prevented by using the momen­
tum interpolation scheme. The solution procedure follows the 
SIMPLER algorithm (Patankar, 1980), which solves a pressure 
equation to obtain the pressure field and then uses a pressure-
correction equation to correct the predicted velocities. 

The solution algorithm has been validated against experimen­
tal and numerical results by simulating natural convection in 
an eccentric annulus, liquid metal solidification in a rectangular 
cavity, and many other problems (Zhang et al., 1996). The new 
features of the numerical procedure used in this paper have 
been validated by comparing the predicted temperature at the 
centerline of the sample with measurements (Zheng and Larson, 
1997b) during directional solidification in a Bridgman-Stock-
barger furnace. The maximum discrepancy between the predic­
tion and the experiment is about 5 percent. 

Due to the axisymmetric feature of unidirectional solidifica­
tion in a Bridgman-Stockbarger system (see next section), the 
computational domain is limited to half of the region of interest. 
The symmetry axis is aligned with the x coordinate, and the 
radius is in the y direction. A 80 X 30 five-zone nonorthogonal 
mesh is generated using the multizone adaptive grid generation. 
Grid lines are arranged to be aligned with the moving interface, 
and the grids are migrated so as to distribute the numerical grids 

evenly in solid and liquid zones in terms of their lengths (see 
Zhang et al., 1997, for details). A comparison of predicted 
interface position, and maximum and minimum values of the 
stream function was made for the simulations using 80 X 30 
and 160 X 60 nonuniform grids and 230 X 30 uniform grids. 
Differences among the results using different grids are within 
3 percent for varying values of gravitational acceleration. 

5 System Configuration and Boundary/Initial Con­
ditions 

5.1 Bridgman Stockbarger Crystal Growth System. 
For clarity of the formulation and boundary conditions, we 
briefly describe the experimental PID procedure in a Bridgman-
Stockbarger system. Figure 1 shows a schematic diagram of 
directional solidification in a Bridgman-Stockbarger system. 
In terms of temperature distribution, the furnace is constituted 
of three parts: The upper part of the furnace is the hot zone 
where the temperature is maintained at an almost constant value 
Th by a resistance heater; the lower part of the furnace is the 
cold zone where the cooling temperature Tc is sustained by a 
water-cooled chill block; and the middle part of the furnace is 
the adiabatic zone where heat exchange with the surroundings 
is negligible. The sample crystal (Bi), sealed in a fused silica 
ampoule, is initially positioned inside the furnace within the 
region where the temperature is above the Bi melting point 
Tmp. The directional solidification is initiated by translating the 
furnace vertically after the system achieves thermal, and hydro-
dynamic (if the gravitational force is present) equilibrium. The 
ampoule is a fused silica tube with an inner radius of b = 3 
mm and a wall thickness of 1 mm. The investigated sample 
length is at least 30 times the ampoule's inner radius. 

5.2 Boundary Conditions. In our calculations, the nu­
merical region covers the sample (both solid and liquid) and 
the ampoule. With respect to the coordinate system in Fig. 1, 
the boundary conditions for temperature and velocity are speci­
fied as follows: 

at the central axis, y = 0: 

— = 0, — = 0, and v = 0. 

ay ay 

at the ampoule outer wall, y = 1.33: 

9= lifx<Lh, 

39 dy 
= 0 if Lh<x < (Lh + L„), 

= -1.44 if x> (L„ + La) 

at the ampoule inner wall, y = 1: « = 0 = 0. 
at the bottom X = 30: 

= -1.44. 

at the top, x = 0: 

ox ox 
and 0 = 0. 

at the interface JL 

= 0. 

where Lh = 18 and La = 5 are initial dimensionless lengths of 
the hot and adiabatic regions, respectively, and L = 30 is the 
total dimensionless length of the sample (computational do­
main). The interface position xim varies with time and is deter­
mined by Eq. (21). 
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5.3 Initial Conditions. The initial distributions of tem­
perature and velocity are obtained by solving the governing 
Eqs. (17) — (19), (21), and the boundary conditions discussed 
above with the following constraints: (1) steady state dldi = 
0, (2) zero pulling velocity (up = 0), and (3) zero current 
density (j = 0) . Figures 3(a, b) show the initial temperature 
and stream function distributions within the region from top (x 
= 3) to bottom (x = 27) under the micro (10~4 g) and unit 
gravity (g) conditions, respectively. The interface is identified 
by the zero temperature line. As displayed in Figs. 3(a, b), the 
stream function under the microgravity condition is of the order 
of 1 0 4 and that under the unit gravity condition is of the order 
of unity. The fluid motion under the microgravity condition is 
therefore negligible, the maximum stream function i//max » 2 X 
10 "4. Under the unit gravitational condition, the fluid circulates 
the following two vortices. The primary vortex, formed by the 
buoyancy force, rotates clockwise near the adiabatic hot region. 
The secondary vortex, formed by shear from the primary vortex, 
rotates counterclockwise just above the solid/liquid interface 
and below the primary vortex. The secondary vortex is much 
weaker (i/>max ^ -0 .1) than the primary vortex (i/fraax « 2.0). 
Although the flow strength has changed significantly with grav­
ity, the temperature profile has remained the same because of 
low Prandtl number (Pr = 0.01613). As discussed by Brown 
(1986), a Grashof number of 105 is not large enough to alter 
the temperature field. At Gr > 106, the temperature profiles may 

change. This indicates that the gravity effect on the temperature 
distribution is negligible in the system studied here when the 
thermal and hydrodynamic steady state has been reached in the 
absence of external perturbations. 

Figure 3(c) provides information on heat flux corresponding 
to the initial temperature fields as shown in Figs. 3(a, b) as 
well as the grid layout for these calculations. Heat enters the 
melt from the hot zone above the adiabatic region, passes 
through the solid-liquid interface, and is dissipated to the cold 
zone below the adiabatic region. The heat flux inside the am­
poule is small in this case due to low conductivity of the am­
poule material (quartz). Because of the relatively long adiabatic 
region, the heat flux vectors are parallel at the interface and 
preserve a flat interface shape. 

6 Directional Solidification and Peltier Interface De­
marcation 

6.1 Directional Solidification Under Unit/Microgravity 
Conditions. To understand gravitational effects on directional 
solidification, numerical simulations have been performed by 
imposing a pulling velocity (u,, = 5 cm/h) upon the initial 
thermal hydrodynamic equilibrium temperature and velocity 
fields (Figs. 3(a, b)). The temperature and stream function 
contours at time t = 10 and 200 (s) are plotted in Figs. 4 ( a -
d). A virtually flat interface (9 = 0 line) is observed except 
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Fig. 4 Temperature and stream function during directional solidification with pulling veloc­
ity Up = 13.9 /um/s (5 cm/h) for Gr = 10 x 10~4 g at time (a) t = 10 s and (b) t = 200 s; 
and for Gr = 105 (1 g) at time (c) t = 10 s and (d) t = 200 s 

for a small curvature close to the ampoule wall. Although the 
temperature and stream function retain similar profiles at differ­
ent times, a variation of the temperature gradient with time is 
observed by carefully examining the neighboring contour lines. 

Further examination of the interface location and movement 
with time has been made in Figs. 5(a) and 5(c) , where the 
solid and dashed lines represent the centerline interface location 
and its velocity under unit and microgravity conditions, respec­
tively. The interface location, measured by x, decreases mono-
tonically, indicating that solidification occurs as soon as the 
furnace is translated. During the initial translation (t < 15 s), 
the interface location under unit gravitational condition (Fig. 
5(a)) is larger than that under microgravitational conditions 
(see also in Fig. 5(b)), indicating that less liquid has been 
solidified under unit-gravitational conditions. This can also be 
confirmed from the interface translation velocity in Fig. 5(c) . 
A negative sign of the velocity represents interface movement 
toward the liquid side (solidification), and a positive sign repre­
sents the interface movement toward the solid side (melting). 
Due to buoyancy-induced convection, the solidification is 
slowed down in the beginning of translation. With continued 
translation, the interface position, x, under unit-gravity becomes 
closer to that under microgravity condition. At time t = 100 s, 
the interfaces for both cases move to almost the same location 
and progress at the same steady-state velocity as the moving 
furnace. 

The transient behavior of the interface can be better under­
stood from Eq. (21). In the absence of the Peltier effect, the 
interface movement is determined by the latent heat of the 
material and the heat flux difference at the interface between 
the solid and liquid sides. For the system studied (Fig. 1), 
directional solidification is accomplished by translating the fur­
nace to change the temperature at the ampoule wall. The temper­
ature change at the ampoule wall, in turn, affects the temperature 
distribution inside the Bismuth sample by conductive heat trans­
fer in the microgravity environment. Irt the presence of a unit 
gravitational force, heat is transferred not only by conduction 
but also by convection due to buoyancy effects. 

The buoyancy effects on heat transfer during directional so­
lidification can be explained as follows. The initial thermal 
distribution and fluid motion are -at steady state, as shown in 
Figs. 3(a , b). Due to the sudden onset of translation, the inter­
face moves up, accompanying the solidification isotherm. The 
movement of the solidification interface compresses the second­
ary vortex near the solid/liquid interface and the fluid motion 
in the liquid is dominated by the primary vortex. The clockwise 
rotation of the fluid preferentially transports heat from the hot 
to the cold zone near the interface. Consequently, excess heat 
is accumulated near the interface, reducing the overall solidifi­
cation rate. 

In order to satisfy heat and momentum conservation, the 
primary vortex is weakened with time and a secondary vortex 
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near the interface is gradually reformed, rotating in a counter­
clockwise direction. In contrast to the primary flow, the second­
ary flow moves heat away from the region near the interface, 
and increases the solidification rate. Eventually, a new thermal/ 
hydrodynamic equilibrium state is achieved and the solidifica­
tion interface progresses at the same speed as the furnace move­
ment, the new equilibrium state is called steady-state directional 
solidification. 

Although the steady-state directional solidification is finally 
controlled by the pulling velocity (furnace translation velocity), 
the gravity-dependent convection does influence the solidifica­
tion rate during the initial transient period (Fig. 5(d)). The 
Jackson-Hunt theory states that the solidification rate VR of 
eutectic materials is correlated to the microstructure scale, e.g., 
lamellar (rod) spacing X, by 

\2VR = const. (34) 

From this correlation, it can be concluded that a lower growth 
rate in the unit-gravity case results in a coarser microstructure 
during the initial transient period. A progressively finer micro-
structure is formed as the growth rate increases. When the sys­
tem reaches a new equilibrium, the steady-state microstructures 
formed under unit and microgravitational conditions have no 
significant difference. This discussion on the microstructure for­
mation is based on the assumption that the minor species in Bi-
related eutectic is sufficiently small, e.g., BiMn, and its appear­
ance will not significantly affect the energy and momentum 
transport. Also the transport of solute (concentration) and its 

influence on the morphology have not been considered in this 
study. 

6.2 Peltier Interface Demarcation During Directional 
Solidification. In the study of directional solidification, the 
Peltier effect is utilized to create a rapid thermal perturbation 
at the solid/liquid interface so as to mark the interface location 
and shape. Since an external electric current is involved in this 
process, heat and mass transfer during directional solidification 
is more complicated due to thermoelectric and magnetohydro-
dynamic effects. To understand the mechanism of the PID 
method, we have imposed an external electric current after 
steady-state directional solidification has been achieved at t = 
100 s. Figure 6(a) shows the computational results of the cen-
terline interface location before, during, and after a 240 second 
current pulse of j0 = +80 A/cm2. It is seen that the interface 
moves steadily with time before the pulsing (f < 100 s), and 
moves as a function of time during the initial 100 seconds of 
pulsing and gradually returns to steady state. To examine the 
gravitational effect, the difference of the centerline interface 
location between two cases is presented in Fig. 6(b). The 
change in the interface location due to the gravitational effect 
is on the order of 1 to 20 fMa. Although this difference is small, 
it can change the morphological record significantly (velocity 
in Fig. 6(c) , and velocity difference in Fig. 6(d)). As noted 
earlier, the velocity is correlated to the microstructure by the 
Jackson-Hunt theory. For the velocity difference of 10 percent 
observed in this case, the eutectic lamellar/rod spacing will 
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change by about 5 percent, a 20 percent velocity difference will 
change the spacing by 10 percent. 

It is also observed in Fig. 6(b) that the interface location 
during the pulse undergoes a transient process due to gravita­
tional effects. This transient behavior can be explained by the 
thermoelectric and magnetohydrodynamic effects and their in­
teraction during directional solidification. When an electric cur­
rent is imposed from liquid to solid bismuth, the interface 
promptly moves up (interface location at the coordinate x de­
creases) due to the Peltier cooling. As a result of this interface 
movement, the heat flux difference between the liquid and solid 
near the interface is increased, and the longitudinal fluid motion 
is suppressed. Under this circumstance, the fluid motion is deter­
mined by a primary vortex due to gravitationally dependent 
buoyancy effects and Lorentz forces. Both buoyancy and Lo-
rentz forces tend to drive the flow near the hot wall upward 
and take heat away from the interface so that solidification 
occurs and the interface moves up. With time, the primary 
vortex is weakened due to momentum transport to the interface 
and forms a secondary vortex. As previously explained, this 
secondary vortex leads to convective flows transporting heat 
from the hot to cold zone near the interface and results in 
a reduced amount of liquid bismuth solidified. This process 
continues until the mass, momentum, and heat transfer achieve 
a new balance and the interface progresses at a constant velocity 
(steady state growth). It is estimated from Figs. 6(a) and 6(c) 
that the new steady state is reached at t = 240 s with a current 
density of 80 A/cm2. 

Similar graphs for negative current pulsing are shown as Figs. 
l(a-d). Due to the opposite current polarity, the history record 
of the morphology is different. The difference can be interpreted 
from the velocity change with time based on the Jackson-Hunt 
theory. By examining Figs. 6(a) and 6(c) , for a positive pulse, 
the absolute velocity is increased promptly after pulsing. With 
continued pulsing, the velocity decreases. This reveals that a 
finer microstructure is observed followed by a coarse structure. 
By withdrawing the pulsing, the velocity can be suddenly re­
duced to zero and gradually recovered to the steady-state pulling 
velocity. Therefore a sharp region with very coarse structure 
followed by a gradually finer structure can be observed. For the 
negative pulsing (shown in Figs. 1(b) and 8), the solid bismuth 
is first melted due to the Peltier heating, and after a certain 
time (about 40 seconds) solidification is initiated as a coarse 
structure and evolves to the steady-state structure. With the 
pulsing off, a much finer structure is followed by a gradually 
coarser structure. The coarse structure continues for about 100 
seconds, until a new equilibrium is obtained where the initial 
steady-state structure returns. The morphology patterns pre­
dicted here can provide experimentalists with useful information 
on interpreting microstructural results. 

To gain an overall view of the thermal and hydrodynamic 
effects, we present the temperature and stream function contours 
during directional solidification with opposite polarity current 
pulsing in Figs. 8 ( a - c ) . Figure 8(a) is the temperature distribu­
tion and fluid motion after pulling about t - 105 s, and Figs. 8 (b, 
c) are the results during current pulsing of +80 A/cm2 at time t 
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= 345 s, respectively. It is seen that the flow patterns change 
little with pulsing after t = 240 s, maintaining two vortices. How­
ever, the extent of fluid movement has been changed due to the 
thermoelectric and magnetohydrodynamic effects. The numerical 
data show that at t = 105 s, the maximum and minimum values 
of the stream function are 1.9739 and -0.058, respectively. After 
current pulsing with electric polarity of - 8 0 A/cm2, the maxi­
mum value of the stream function is decreased to 1.909, and the 
minimum value is increased to -0.0434. By reversing current 
polarity, the maximum value of stream function is increased from 
1.9739 to 2.0107, and the minimum is changed from -0.058 to 
-0.039. With respect to Eq. (18), the driving forces of fluid 
motion for a system with an electric field consist of buoyancy 
and Lorentz forces. The former, dependent on the temperature 
distribution and gravitational level, tends to maintain a two vortex 
structure as shown in Fig. 8(a). The latter, a function of radial 
distance y in the opposite direction of j , tends to stretch the 
vortex structure in the radial direction. Thus the variations of 
stream function in Figs. 8(£>, c) are attributed to the combined 
contribution of gravitational, thermoelectric, and magnetohydro­
dynamic effects. 

7 Conclusions 
A physics-based model is developed to study the gravitational 

(convection), thermoelectric (Peltier, Seebeck, Joule, and 
Thomson) and magnetohydrodynamic (Lorentz force) effects 
on directional solidification phenomena. It is applied to direc­
tional solidification in a Bridgman-Stockbarger system to study 

the effect of Peltier Interface Demarcation on interface move­
ment under varying gravitational conditions. 

An order of magnitude analysis has been performed to exam­
ine the importance and contributions of various governing pa­
rameters, in particular the thermoelectric and magnetohydrody­
namic effects. For the system studied here, the maximum mag­
netic force induced by the electric current is of the same order 
of magnitude as that of the maximum gravitational force. These 
two forces are perpendicular to each other and cannot cancel 
each other. For the given bismuth material with imposed current 
density j0 = 80 A/cm2 across a 3-mm-dia cylinder, the dimen-
sionless parameter representing the Joule heating, Rem/iV/, is 
approximately 0.72, and the Thomson effect, NT/Pr, is close to 
zero in the melt and approximately 1.06 in the solid. This indi­
cates that the Thomson effect is negligible in comparison with 
Joule heating in the molten bismuth, while it is as important as 
Joule heating in the solid bismuth. 

Numerical studies for directional solidification under varying 
gravity conditions reveal that the buoyancy-induced convection 
does not influence the temperature field significantly due to the 
low Grashof number; however, it does influence the fluid mo­
tion and the history of the interface movement. For a pulling 
velocity of 13.9 yum/s (5 crh/h), the maximum difference of 
the interface moving velocity is about 10 percent of the pulling 
velocity in the initial transient period. This difference is greatly 
diminished when the system reaches an equilibrium steady state. 

When the PID technique is employed, the interface is dis­
turbed due to the thermoelectric heating/cooling. In the pres-
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(a) (b) (c) 

Fig. 8 Temperature and stream function: (a) before pulsing at time t = 
104 s, (b) after negative current polarity pulsing at time f = 345 s, and 
(c) after positive current polarity pulsing at time f = 345 s 

ence of gravity, the interface can be further disturbed and results 
in a maximum velocity change of 20 percent. For the BiMn 
eutectic, the composition of Mn (0.72 wt%) is sufficiently small 
that its influence on the energy and momentum balance can 
be neglected. Therefore the growth velocity of BiMn can be 
approximated by that predicted for Bi. Under this assumption, 
it is estimated from the Jackson-Hunt theory that the lamellar/ 
rod spacing of BiMn eutectic can change as much as by 10 
percent due to the gravitational effect. 

The analysis based on the Jackson-Hunt theory also reveals 
that the morphology pattern varies with the current polarity. 
With a positive current pulse applied, a finer microstructure is 
formed, followed sequentially by a coarse structure. When the 
pulse is terminated, a sharp region with very coarse structure is 
followed by a gradually finer structure approaching the original 
steady state. With a negative current pulse, these morphological 

sequences are reversed. Thus, the morphology patterns pre­
dicted from numerical simulation can provide experimentalists 
useful information on interpreting microstructural results, as 
well as assistance in planning experiments. 
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The Effects of Transverse 
Acceleration-Induced Body 
Forces on the Capillary Limit of 
Helically Grooved Heat Pipes 
A helically grooved copper heat pipe with ethanol as the working fluid has been 
fabricated and tested on a centrifuge table. The heat pipe was bent to match the 
radius of curvature of the table so that uniform transverse (perpendicular to the axis 
of the heat pipe) body force fields could be applied along the entire length of the 
pipe. By varying the heat input (Qin = 25 to 250 W) and centrifuge table velocity 
(radial acceleration \ar\ = 0 to lOg), information on dryout phenomena, circumfer­
ential temperature uniformity, heat lost to the environment, thermal resistance, and 
the capillary limit to heat transport was obtained. Due to the geometry of the helical 
grooves, the capillary limit increased by a factor of five when the radial acceleration 
increased from \ar\ = 0 to 6,0g. This important result was verified by a mathematical 
model of the heat pipe system, wherein the capillary limit to heat transport of each 
groove was calculated in terms of centrifuge table angular velocity, the geometry of 
the heat pipe and the grooves (including helix pitch), and temperature-dependent 
working fluid properties. In addition, a qualitative study was executed with a copper-
ethanol heat pipe with straight axial grooves. This experimental study showed that 
the performance of the heat pipe with straight grooves was not improved when the 
radial acceleration was increased from \ar\ = 0 to W.Og. 

Introduction 
Heat pipes have been proposed to be used aboard fighter 

aircraft such as the Navy F/A-18 to act as heat sinks for elec­
tronics packages that drive ailerpn or trailing edge flap actuators 
(Gernert et al , 1991; Yerkes and Hager, 1992). During combat, 
transient acceleration fields of up to 9 g could be present on the 
aircraft. Therefore, knowledge of the thermal performance of 
heat pipes under elevated acceleration fields is of importance 
to designers of the electronics packages in need of cooling. 

Yerkes and Beam (1992) analytically and experimentally 
studied a flexible copper-water arterial heat pipe in a transient 
heat flux and transient body force environment using a centri­
fuge table. The effects of transverse body forces on the liquid 
flow in the artery were analyzed by developing a relationship 
between the wicking height and the radial acceleration. With a 
constant heat input, the capillary limit of the heat pipe was 
reached as the radial acceleration increased above 8g. It was 
hypothesized that the transverse body force field partially de-
primed the artery. 

Yerkes and Hallinan (1995a, b) studied the effects of tran­
sient accelerations on an unheated meniscus in a capillary tube. 
A centrifuge table was used experimentally to examine the ad­
vancing or receding behavior of water and ethanol in the capil­
lary tube. The analytical study involved the formulation of the 
transient nature of the acceleration field in the meniscus region 
and the dynamic behavior of the meniscus as a result of the 
temporal acceleration-induced body forces. The effects of the 
transverse body forces, the Bond number, and the capillary 
number on the motion of the meniscus were predicted and com­
pared to the experimental results with excellent agreement. 

Contributed by the Heat Transfer Division and presented at the International 
Mechanical Engineering Congress & Exposition, Dallas, Texas, November 16-
21, 1997. Manuscript received by the Heat Transfer Division September 3, 1997; 
revision received February 18, 1998. Keywords: Experimental, Heat Transfer, 
Heat Pipes, Liquid, Rotating. Associate Technical Editor: T. L. Bergman. 

Thomas and Yerkes (1997) determined the quasi-steady-state 
thermal resistance of a flexible copper-water heat pipe under 
transient acceleration fields with constant heat input using a 
horizontal centrifuge table. The performance of the heat pipe 
was examined in terms of the heat input, condenser temperature, 
radial acceleration, and sinusoidal acceleration frequency. In 
addition, the effects of the previous dryout history were noted. 
It was found that the thermal resistance of the heat pipe de­
creased with increasing acceleration frequency and condenser 
temperature, and increased with the heat input. The occurrence 
of dryout prior to changing the frequency tended to result in 
higher thermal resistances as compared to the case when dryout 
did not occur due to the inability of the artery to reprime fully. 

The results of the previous studies have indicated a need for 
improved performance under transverse acceleration fields. In 
addition, a wick geometry amenable to analysis was sought to 
provide insight into the behavior of the working fluid within 
heat pipes under these conditions. Therefore, to address these 
points, a heat pipe with a helical groove wick structure was 
fabricated and tested. The objective of the present study was to 
determine experimentally the steady-state operating characteris­
tics of a helically grooved copper-ethanol heat pipe when sub­
jected to constant heat input and constant transverse (perpendic­
ular to the axis of the heat pipe) body force fields. An iterative 
mathematical model to determine the capillary limit of helically 
grooved heat pipes for various operating temperatures and body 
force fields has been developed, which includes the effects of 
the geometry of the heat pipe and the grooves (including helix 
pitch) and temperature-dependent working fluid properties. 

Experimental Setup 

The purpose of the experiment was to examine the steady-
state performance of a helically grooved copper-ethanol heat 
pipe under various heat inputs and transverse body force fields 
using a centrifuge table located at Wright-Patterson AFB 
(AFRL/PRPG). To ensure uniform radial acceleration fields 
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over the length of the heat pipe, the pipe was bent to match the 
1.22 m radius of curvature of the centrifuge table. Physical 
information concerning the helically grooved heat pipe is given 
in Table 1 (Heat Pipe #1). It should be noted that the heat pipe 
container was weighed before and after the filling procedure. 
The weight of the working fluid inventory was 5.28 X 10"3 kg. 
Based on the properties of saturated ethanol at 20°C, the work­
ing fluid volume is 6.5 cm3, which means that the heat pipe 
was overfilled by approximately 26 percent. The helix angle a 
was very small: Each groove rotated through an angle of 2.07 
rad (120 arc deg) over the length of the pipe. The heat pipe 
was mounted to a platform, which overhung the edge of the 
horizontal centrifuge table. This allowed the heat pipe to be 
positioned such that the radius of curvature was equivalent to 
the outermost radius of the centrifuge table. Insulative mount­
ing blocks were used to ensure that the heat pipe matched 
the prescribed radius as closely as possible. The horizontal 
centrifuge table was driven by a 20-hp dc motor. The acceler­
ation field near the heat pipe was measured by a three-axis 
accelerometer. The acceleration field at the centerline of the 
heat pipe radius was calculated from these readings using a 
coordinate transformation. 

Power was supplied to the heat pipe evaporator section by a 
precision power supply through power slip rings to the table. 
The input power was calculated using the current and voltage 
readings. While the current reading could be made directly using 
a precision ammeter, the voltage across the electric heater had 

to be measured on the rotating table because voltage drops were 
noted between the control room and the table, regardless of the 
size of wire used. Therefore, the voltage at the heater was 
obtained through the instrumentation slip ring assembly and 
read by a precision voltmeter. A pressure-sensitive nichrome 
heater tape with an aluminized backing was wound uniformly 
around the circumference of the evaporator section for heat 
input. 

The calorimeter consisted of a length of j in. OD copper 
tubing wound tightly around the condenser section. The size of 
the tubing was chosen to be small to minimize the effects of 
acceleration on the performance of the calorimeter. Thermal 
grease was used between the heat pipe and the calorimeter to 
decrease contact resistance. Type-T thermocouples were in­
serted through brass T-branch connectors into the coolant inlet 
and exit streams, and a rotameter and high-resolution digital 
flow meter were used to measure the mass flow rate of the 
coolant (ethylene glycol/water mixture). The mass flow rate 
was controlled using a high-pressure booster pump, which aided 
the low-pressure pump in the recirculating chiller. The tempera­
ture of the coolant was maintained at a constant setting by the 
recirculating chiller (Tcw = 20°C). Coolant was delivered to the 
centrifuge table via a double-pass hydraulic rotary coupling. 

The rotameter and digital flow meter used to determine the 
mass flow rate of coolant through the calorimeter were cali­
brated by using a stop watch and precision scales. The mass 
flow rate was fixed during each experiment. Values of the spe-

Nomenclature 

a = acceleration vector, m/s2 

a = adiabatic length near evaporator 
end cap, m 

A = acceleration vector at any point 
in the helical groove, m/s2 

A„ - cross-sectional area of the wick 
= ith{2rv + h), m2 

b = adiabatic length near condenser 
end cap, m 

by = transformation matrix 
Bo = Bond number = pir:w\ ATes\/2a 
Cp = specific heat at constant pressure, 

J/(kg-K) 
e = unit vector 

D0 = tube outside diameter, m 
D„ = vapor core diameter, m 
/ = acceleration frequency, Hz 

/(Re, = drag coefficient 
Fg = body force due to gravity, N 
g = gravitational constant = 9.81 vol 

s2 

h - vector aligned with eyi 

h = groove height, m 
hfS = heat of vaporization, J/kg 

/ = heater current, A 
K = permeability = 2er2/(/ ;Re,), m2 

La = adiabatic length, m 
Lc = condenser length, m 
Le = evaporator length, m 
Lg = groove length, m 
L, = total heat pipe length, m 
m - mass, kg 
m = mass flow rate, kg/s 

7VS = number of grooves 
p = helix pitch, m 
P = pressure, N/m2 

Q = heat transfer rate, W 

Gcap = capillary limit heat transfer rate, 
W 

Q,„ = heat input at the evaporator, W 
Q, = heat transported, W 
f = position vector to the helix from 

the (xu yi, z\) reference, m 
rc = capillary radius, m 
rh = radius of the helix = r„ + hi 2, 

r, 

R = 

R,H = * 

• liquid hydraulic radius = 2whl 
(2h + w), m 
radius of the heat pipe vapor 
space, m 
position vector to the centerline 
of the helix from the (x\,y\,Zi) 
reference, m 
radius of curvature of the center-
line of the helix, m 

: thermal resistance, K/W 
; electrical resistance of heater 
lead wires, fi 

• coordinate along the centerline of 
the helix, m 

; vector tangent to the helix 
; time, s 
: tube wall thickness, m 
adiabatic temperature, K 
condenser end cap temperature, 
K 
cooling water temperature, K 
evaporator end cap temperature, 
K 

: calorimeter inlet temperature, K 
: calorimeter outlet temperature, K 
heater voltage, V 
liquid velocity vector, m/s 

V/.max = liquid velocity in the adiabatic 
section = Qg/piwhhfg, m/s 

w = groove width, m 

Rw 

t 
t 

T • 
± a 

•* cec "~* ' 

-* eec ™ ' 

*• out ~ ' 

v •• 

V,-

X\,y\, Z\ = inertial coordinates at the 
center of the centrifuge table 

*2. yi, z-i = noninertial coordinates at the 
centerline of the helix 

x-i, y3, Zz = noninertial coordinates in the 
helical groove 

a = helix angle = tan "'(/>/ 
2^rh), rad 

P = aspect ratio = w/h 
A = uncertainty 

AP = change in pressure, N/m2 

e = porosity = whNgIA„ 
6 = s/R, rad 
\i = absolute viscosity, kg/(m-s) 
p = position vector to the helix 

from the (x2, y2, Z2) refer­
ence, m 

p = density, kg/m3 

a = surface tension, N/m 
cf> = angular parameter, rad 

4>o = angle of the starting point of 
the helix, rad 

Hi = angular velocity vector, rad/ 
s 

Subscripts 
a = adiabatic 

bf = body force 
c = condenser 

cap = capillary 
e = evaporator 
g = gravity or groove 
I = liquid 

max = maximum 
r = radial 

res = resultant 
t — tangential or transported 
v = vapor 
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TC# x(mm) TC# x(mm) 
0,1 12.7 8 238. 
2 55.8 9 259. 
3 86.4 10 330. 
4 116. 11 381. 
5 147. 12,13 444. 
6 198. 14 Coolant Outlet 
7 218. 15 Coolant Inlet 

a = 25.4 ran 

U = 152 mm 
La = 101 mm 

Lr = 152 mm 
6 = = 25.4 mm 

It = 457 mm 

Fig. 1 Thermocouple locations and relevant lengths 

cific heat of ethylene glycol/water mixtures were obtained from 
ASHRAE (1977), which were in terms of percent ethylene 
glycol by weight and temperature. Measuring the specific grav­
ity resulted in a value of 50 ± 5 percent ethylene glycol by 
weight. The average temperature between the calorimeter inlet 
and outlet was used as the temperature at which the specific 
heat was evaluated. The specific heat did not vary appreciably 
since it is a weak function of temperature. 

Heat pipe temperatures were measured by Type-T surface-
mount thermocouples, which were held in place using Kapton 
tape. All of the thermocouples were mounted directly to the 
surface of the heat pipe. Mounting locations for the thermocou­
ples are shown in Fig. 1. A short unheated length next to the 
evaporator end cap was instrumented with two thermocouples 
specifically for the detection of dryout in the evaporator section. 
Temperature signals were conditioned and amplified on the cen­
trifuge table. These signals were transferred off the table 
through the instrumentation slip ring assembly, which was com­
pletely separate from the power slip ring assembly to reduce 
electronic noise. Conditioning the temperature signals prior to 
leaving the centrifuge table eliminated difficulties associated 
with creating additional junctions within the slip ring assembly. 
Temperature and acceleration signals were collected using a 
personal computer and data logging software. 

The thermocouples used in the present experiment were cali­
brated using a NIST traceable resistance temperature detector 
(RTD) and a low-deadband (±0.01°C) recirculating chiller. 
The uncertainty for the RTD was stated as ±0.005°C. The 
chiller temperature was set at eleven equally spaced values 
between 0.0 and 100.0°C, and readings were taken at each set­
ting after the system had reached steady state. This procedure 
was repeated on three different days to reduce systematic errors. 
The combined data were used to generate polynomial best-fit 
curves of various orders. A regression analysis was used to 
determine the polynomial order that minimized the absolute 
errors between the raw data and the curve fit. 

Since the heat pipe assembly was subjected to air velocities 
up to 11 m/s (25 mi/hr) due to the rotation of the table, efforts 
were made to reduce convective heat losses from the exterior 
of the heat pipe. A thin-walled aluminum box was fitted around 
the heat pipe and fastened to the centrifuge table, which allowed 
approximately 25 mm of ceramic wool insulation to be packed 
around the heat pipe. This insulation/box arrangement provided 
an effective barrier to convective losses from the heat pipe to 
the ambient. 

The helically grooved copper-ethanol heat pipe was tested 
in the following manner. The recirculating chiller was turned 
on and allowed to reach the setpoint temperature. The centrifuge 
table was started from the remote control room at a slow con­
stant rotational speed to prevent damage to the power and instru­
mentation slip rings. In this case, the radial acceleration re­
mained less than \ar\ < 0.01 g. Power to the heater was applied, 
and the heat pipe was allowed to reach a steady-state condition, 
which was determined by monitoring various temperatures on 

the heat pipe until changes of less than 0.1 °C over 2 min were 
noted. The centrifuge table velocity was then increased until 
the radial acceleration reached the next level (\ar\ = 0.0, 2.0, 
4.0, 6.0, 8.0, lO.Og). Again, steady-state values were obtained 
at each acceleration setting. In all cases, the centrifuge table 
rotated in a clockwise direction as seen from above (a>i < 0). 
After all data had been recorded, the power to the heater was 
removed, and the heat pipe was allowed to cool before the 
centrifuge table was shut down. 

Uncertainty Analysis 

Uncertainty estimates for the heat input, heat transported, and 
thermal resistance are given in this section. The heat input to 
the electric heater was calculated using the measured amperage 
and voltage. In addition, a correction was made for the losses 
due to the heat generated by the short length of wire leading to 
the heater: 

£,„ = IV - /2(i?wire) (1) 

The heat removed from the heat pipe by the calorimeter (trans­
ported heat) is given by 

G, = rnCP(Tou, - r„) (2) 

The thermal resistance of the heat pipe was defined as the ratio 
of the temperature drop across the heat pipe to the transported 
heat 

Using the analysis given by Miller (1989), the maximum root-
sum-square uncertainties for all of the measured and calculated 
values presented in this paper are given in Table 2. 

Mathematical Modeling 
The objective of the present analysis was to determine the 

effect of imposing a transverse body force field on a circular 
cross-sectional heat pipe with helical grooves with respect to 
the capillary limit. To determine the capillary limit, the total 
body force imposed on the liquid along the length of the helical 
grooves must be known. As shown in Fig. 2, the curved heat 
pipe was mounted to a centrifuge table at radius R. The angular 
velocity of the table resulted in an acceleration component di­
rected toward the center of the table (ar). If the angular velocity 
of the centrifuge table changed with respect to time, a compo­
nent of acceleration would be induced along a tangent to the 
heat pipe (a,). Since the liquid accelerated and moved in a 
curved path, a Coriolis acceleration component was also pres­
ent. In addition to the body force due to gravity (Fg), all of the 
above-mentioned acceleration components contributed to the 
total body force imposed on the fluid moving in the grooves. 

To find the total body force on the liquid, an inertial reference 
frame (xt, y,, Zi) is placed at the center of the centrifuge table, 

Fig. 2 Heat pipe mounted to the centrifuge table 
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Heat Pipe Helical Groove 

(a) 

(b) 

Fig. 3 Geometric considerations between the three coordinate systems: 
(a) top view of heat pipe mounted to the centrifuge table; (b) cross-
sectional view of the heat pipe at a particular s location 

with the i\ direction oriented vertically [ Fig. 3 (a) ] . A noniner-
tial reference (x2, y2, z2) is located at any point on the centerline 
of the helix. The (;c3, y3, z3) coordinate system is in the center 
of the helical groove at the same s location as the (x2, y2, z2) 
system [Fig. 3(b)]. The x3 unit vector is directed along the 
tangent to the helix, z3 is directed toward the centerline, and y3 

is orthogonal to x3 and z3 (Fig. 4) . With respect to the liquid 
flow within the helical grooves, the following assumptions are 
made: 

1 The grooves are completely filled along the length of the 
heat pipe with no puddling or depletion. 

2 There is no communication of liquid between the grooves. 
3 The liquid velocity vector is directed along the unit vector 

iX} (tangent to the helical groove). 
4 Condensation and evaporation are uniform along the 

lengths of the condenser and evaporator sections, respec­
tively. 

5 The liquid velocity may vary from one groove to another. 

These assumptions result in the following liquid velocity profile 
along the length of a groove (Silverstein, 1992): 

i)"-
V,= ) {V,,maxR, 

0 =s s < Lc 

Lc < s < Lc + La (4) 

Lc + La :£ S < L, 

where V/,max is the liquid velocity in the adiabatic section. Note 
that V/,max is allowed to vary from one groove to another. The 

velocity of the liquid Vt shown in Fig. 3(a) results in an angular 
velocity ui2 of the (x2, y2, z2) reference about the zi axis. Since 
the helix angle a is constant, the angular velocity and accelera­
tion are 

ui2 

f \V,\ s i n g ] . 

i — — r (5) 

du)2 

dt 

V ?,max sin a 

2LCR 

V j m m sin a | A 

2LtR
 >e" 

0 =s s < Lc 

Lc s s < Lc + La (6) 

Lc + La •& s < L, 

In addition to u>2, the liquid motion results in an angular veloc­
ity <2>i around the centerline of the helix, as shown in Fig. 3(b) 
due to the fluid path around the circumference of the heat pipe. 
The angular parameter <j> is related to the arc length s by 

4> = </>o + 
2ns 

(7) 

where 4>0 corresponds to the starting angle of the helix at s = 
0. With this notation, the angular velocity and acceleration of 
the liquid around the x2 axis are 

LU3 = 
f 27rI V",| sin a ] 

\—p—v 
(8) 

du>2, 

dt 

(,m»x sm a I „ 
\ex. 

pLc 

0 ^ s < Lc 

Lc^s<Lc + La (9) 

f irV ?,max sin a ) „ 

i — p T e — h L<+L^S<L' 

The acceleration vector at point P on the helix with respect 
to the inertial reference (xit y\,z\) is given by (Shames, 1980) 

, d2f d2p d2R ^ (dp\ (dC>\ 

dt dt ) 

X p + Cb X (CJ X p) (10) 

The length of the position vector p is constant, and rotates with 
angular velocity w3. Therefore, 

dp 

dt 
= &3 X p 

and 

£p_ 
dt2 

d&i \ , , (dp 

dt ^ \dt 

(11) 

(12) 

The length of the position vector R is also fixed and rotates 
with angular velocity Hi = (£>, + w2). 

d2R 

dt2 

dR 

dt 

— (UJ{ + u>2) 
dt 

(u>! + w2) X R (13) 

X R + (<!>! + Cb2) X ( — I (14) 
dk\ 
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Fig. 4 Coordinate system situated in the helical groove 

Combining these relations gives the acceleration vector at any 
point in the helical groove 

A = | —— ) X p + w3 X (w3 X »•[* (w, + u>2) X R 

+ (wi + u>2) X [(<!), + u>2) X R] + 2(w, + w2) 

x ( i j X p ) — (£»i + U>2) 
at 

x p + ((J, + <a2) 

X [(w, + w2) X £ ] (15) 

The position vectors $ and p are given by 

R = {Rsm9}eXl + {Rcos6}eyi (16) 

p = {r* cos <£}e^ + [rh sin 0 } £ 2 (17) 

Since p, CJ3, and du)3/dt are in terms of the (x2 , y2 , z2) coordi­
nate system, a transformation is needed between this coordinate 
reference and the (JCI , y,, zx) reference 

(18) 

" ' a j 

cos 0 —sin 9 0 eXl 

sin 0 cos 0 0 • e\ 
0 0 1 A 

Using this transformation, p, u>3, and dHi3ldt are 

p = {rh cos 4> sin 9} 4 , + { ''A cos <£ cos 9} <?yi 

+ { r A s i n 0 } 4 (19) 

w3 

2ff|frt| 
I P 

sin a cos 0 V ex 

27r |V ( | 
sin a sin i K (20) 

d&3 

dt 

— cos e^ e,, + sin H }ev, 0 ^ s < Lc 
be 

cos v\ex, + 
.Le 

s < Lc + La 

Lc + L„ •& s < L, 

(21) 

where B = (7rV?imax sin a)/p. 
The components of the acceleration vector given in Eq. (15 ) 

can be found in terms of the (x3, y3, z3) reference by using a 
coordinate transformation to relate the (x,, ylt z,) and (x3 , y3, 
z3) coordinate systems 

D z 3 J 

bu b\2 b\3 
\SX1 

» = b2\ b2i b23 • K 
b3\ b32 b33 A 

(22) 

where by is the transformation matrix made up of direction 
cosines between the coordinate systems. To determine the ele­
ments in the transformation matrix, the following geometric 
analysis is given. The position vector f can be written as 

r = {(R + rh cos <f>) sin 9}eX[ 

+ {(R + rh cos 0 ) cos 9}eyi + [rh sin 4>}eZl (23) 

The sign on the last term determines whether the helix twist is 
clockwise ( + ) or counterclockwise ( - ) . The unit vector eX} is 
tangent to the helical groove, and is obtained by finding the 
derivative of the position vector r with respect to <f>. The tangent 
vector is given by 

\\2-KRJ 
(R + rh cos <f>) cos 0 — rh sin </> sin 9 >eXl 

I I (R + rh cos </>) sin 6 — rh sin 4> cos 9 \e 
\2TTR 

+ {rhcos4>}eZl (24) 

The unit vector in the tangent direction is eX2 = t/\'t\, where 

t = ^yR + rhC0S(t>) + ri (25) 

eZi is directed from a point on the helical curve to the centerline 

of the helix at a given 5: 

—— = { —cos 4> sin 9}eXl 

+ { - c o s <f> cos 9}ey + I - s i n 4>)ez (26) 
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The vector directed along ey3 is orthogonal to the eZ3 and ? 
vectors 

A pressure balance within the heat pipe results in the fol­
lowing expression for the capillary limit (Faghri, 1994; Chi, 
1976): 

h = 4 , X t 

I^\R + 

APCi APV + AP, + APh 

-rh cos a — ( —— \{R + rh cos </>) sin 4> sin 9 \ex 
\2TTRI I 

+ I rh sin 8 - I —— I (R + rh cos <j>) sin cj> cos 8 \ey 

cap.max — * - " v ' <-»* / ' t~Al bf 

The maximum capillary pressure is 

2a 
APct 

(39) 

(40) 

+ I ( A W + 
\2nRJ 

(R + rh cos cf>) cos 0K*, (27) 

where the capillary radius is equal to the helical groove 
width rc = w. For a circular cross-sectional heat pipe with 
uniform heat input and output along the lengths of the evap­
orator and condenser, respectively, the pressure drop in the 
vapor is 

where the unit vector is e>3 = h/\h\ = h/\}\. The elements of 
the transformation matrix [Eq. (22)] are 

bn = I Vh^RI^R + r" °OS ^ ° 0 S 9 

— rA sin f̂> sin (9 l / | ? | (28) 

AP„ = 
4/x„e, 

7TpA«r» 
- (Le + 2La + Lc) (41) 

b\i = —— \(R + rh cos cf>) sin i 
Z'KR I 

- rhsm<pcos 6\/\t\ (29) 

bu = (/"/.cos <p)/\t\ (30) 

= {~ 

The body forces imposed on the fluid within a particular 
groove may either aid or hinder the return of the fluid to the 
evaporator, depending on the groove pitch p and the angle of 
the starting point of the helix 4>a. However, even if the body 
force hinders the return of the fluid, each groove contributes to 
the heat transported Q,. Therefore, the capillary limit equation 
[Eq. (39)] is first solved for the heat transported by each indi­
vidual groove Q§, and the results are summed to determine the 
total heat transport Q,. Since the pressure drop in the vapor 
space is based on the total heat transport, Eq. (39) must be 
solved iteratively. 

The body forces in the tangent direction due to accelera­
tion [Eq. (15)] and gravity are integrated over the length 
of the groove to find the average pressure drop due to body 
forces 

rh cos 9 — ( —— 
\2irR AP, bf • At ex-(-A + {-g}eZl)dxi 

X (R + rh cos <f>) sin $ sin 9\/\l\ (31) 
-Pi. 

/2nrh 

\ P )- 'U ex-(-A + {-g)ez)ds 

fe = l^'- fc) (42) 

X (R + rh cos <f>) sin 4> cos 6 \l\~t\ (32) 
where the length of a helical groove is given in terms of the ,s 
coordinate 

= \ I ^){R + rh cost) cos 4>\lVt\ (33) 
, / ( ^ ) \ , (43) 

bM = —cos cj> sin 8 

bn = -cos 4> cos 6 

&33 = -s in 4> 

(34) 

(35) 

(36) 

The pressure drop in the liquid is given by (Faghri, 1994) 

Ap= p j xy^ 
Jo piA„K 

dx-K 

For the limiting case of axial grooves, the above mathematical 
model remains valid. By taking the limit as p -* <», Eq. (7) 
becomes 

<t> = 4* (37) 

Also, the transformation matrix given by Eq. (22) becomes 

cos 9 —sin 9 0 

—sin 4>0 sin 9 -s in </>0 cos 9 cos $ 0 (38) 

-cos 4>0 sin 9 -cos (/>0 cos 8 -s in 4>0 

_ nQgifiK&ML. + 2La + Lc) U2itrhV | 1 { u ) 

4p,rjwhhfg y \ P 7 

The coefficient of drag within a rectangular groove is given by 
Shah and Bhatti (1987) 

f,Rct = 24(1 - 1.3553/9 + 1.9461/32 

- 1.7012/?3 + 0.9564/?4 - 0.2537/35) (45) 

where the range of the aspect ratio is 0 =s /3 =s 1. 
Combining these relations, the general expression for the 

maximum capillary limit for a single groove is 
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2a (Le + 2La + Lc) 

[4^8, 
\irpvrl 

»/s 

, /iift(//Re,) 
4 Aptr^wh 

2nrh 

P 
+ 1 

Pi + 1 [f e^-i-A + {-g}eZl)ds (46) 

This equation was solved for each individual groove. However, 
the total heat transported Q, was not known a priori, so an 
iterative solution procedure was necessary: 

1 Input an initial value for the heat transported Q, — Qu. 
2 Starting with the groove at <f>0 = 0, let the heat transported 

by that groove be Qg = AQg, where AQS is the step size. 
3 Calculate the right- and left-hand sides of Eq. (46). 
4 If the inequality holds, increment Qg by AQg until the 

inequality no longer holds. 
5 Repeat steps 2 -4 for each groove. 
6 The heat transported by the heat pipe is the sum of the 

heat transported by each groove: 
N, 

ft = X (Qg)j 

7 Use the value of Q, found in step 6 as the input value in 
step 1. 

8 Steps 1 - 7 are repeated until converged values for Qg and 
Q, are obtained. 

The temperature dependence of the thermophysical properties 
was accounted for using the polynomial curve fits (evaluated 
at the adiabatic temperature) given by Faghri (1994). It should 
be noted that the circumferential heat transfer through the pipe 
wall was neglected in the present model. 

As previously mentioned, an assumption imposed on this 
analysis is that there is no communication of liquid between 
the grooves. However, it is possible under some conditions that 
this assumption may no longer hold. If at any point along the 
helical groove the body force on the liquid due to the accelera­
tion components Ayi and Az, becomes significant with respect 
to the surface tension force, it is possible that fluid could be 
torn from the groove. To quantify the assumption of no commu­
nication of liquid between the grooves, the Bond number is 
used, which is defined as 

Bo = 
p//|A res 

2a/w 

Body force 

Surface tension force 
(47) 

where Ares is the resultant acceleration vector between the y3 

and z3 directions. If Bo < 1, it is assumed that the communica­
tion of liquid between grooves is negligible. 

Results and Discussion 

Experimental. The objective of this experiment was to 
gain a better understanding of the steady-state operating charac­
teristics of a helically grooved copper-ethanol heat pipe in a 
transverse body force field. The heat input and radial accelera­
tion were varied to find information on dryout phenomena, cir­
cumferential temperature uniformity, heat lost to the environ­
ment, thermal resistance, and the capillary limit. 

Raw temperature and acceleration data versus time for a typi­
cal test run are presented in Fig. 5 for two different heat input 
settings. In Fig. 5(a) , with a heat input of Qin = 20 W, no 
dryout of the evaporator section was detected. As the radial 
acceleration was increased stepwise, the temperatures across 
the heat pipe did not vary significantly. In Fig. 5(b), however, 
with a heat input of Q,„ = 50 W, partial dryout of the evaporator 

O 

O 

80 

70 

60 

50 

40 

30 

20 

140 

120 

100 

80 

60 

40 

20 

O Evaporator Endcap 
X Evaporator 
+ Adiabatic 
X Condenser Endcap ^^_ 
— Acceleration 

(a) 

Jtfraeiej^H*xxxxxxxxxxxxxxxxxoicoa<*v 

10 

T<3 

• 4 

:2 

2000 4000 

<(s) 

6000 8000 

N 
* * * * * * > xxxxwoo xx» 

(b) 

!xx> 

pcpQQrpQCjXiiQffffiXjwa^^ 

iXXXXXXXXXXXXXXXXXXXXpOIOJOKXX v 
I ' - t • 

10 

M 

td 

0 2000 4000 6000 8000 10000 

t(B) 

Fig. 5 Temperature and acceleration versus time for a typical test run 
(Heat Pipe #1): (a) Q,„ = 20 W; (*>) Q,„ = 50 W 

section was noted when \ar\ = 0.0g. This can be seen in the 
dramatic increase of the evaporator end cap temperature above 
the adiabatic section temperature. Once the radial acceleration 
was increased to \ar\ = 2.0g, the evaporator temperature de­
creased significantly, showing that the acceleration actually 
aided in the return of the working fluid back to the evaporator 
section. Dryout was also seen when the radial acceleration was 
decreased from \ar\ = 2.0 to 0.0g at the end of the test in Fig. 
5(b). In this case, regular fluctuations in the evaporator end 
cap temperature were seen. This indicated a pulsating rewetting 
phenomenon, where the liquid front advanced and receded 
within the evaporator section. 

The circumferential temperature uniformity of the heat pipe 
was found using a series of thermocouples on the inboard and 
outboard sides, as shown in Fig. 1. The steady-state tempera­
tures detected along the length of the heat pipe are shown in 
Fig. 6 for a radial acceleration of \ar\ = 10.0g and heat transport 
values of Q, = 35, 71, and 107 W. While the temperatures 
within the evaporator section appear to vary from the inboard 
side to the outboard side of the heat pipe, this behavior was 
also found when the heat pipe was stationary. Therefore, this 
difference in the circumferential temperature distribution within 
the evaporator section is due to the proximity of the electric 
heater coil to the thermocouples. The inboard and outboard 
evaporator end cap temperatures were very close to those in the 
adiabatic section, indicating no partial dryout of the evaporator. 
Even at this acceleration, the temperature uniformity between 
the inboard and outboard sides of the heat pipe was excellent. 

The heat transported was compared to the heat input for all 
the data collected. While a slight decrease in the heat transported 
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Fig. 7 Thermal resistance versus heat transported (Heat Pipe #1) 

W, at which time the heat pipe quickly reprimed and began to 
operate normally again. This runaway dryout behavior indicates 
an unstable operating condition near the capillary limit when 
under the influence of elevated transverse body force fields. 
While the capillary limit was reached for \ar\ = 0.0, 2.0, 4.0 
and 6.0g, the capillary limit at 8.0 and lO.Og could not be 
determined due to reaching the maximum allowable amperage 
through the heater (Q,„,max = 250 W, g,,max = 175 W). The 
experimentally determined capillary limit values for | ar \ = 0.0, 
2.0, 4.0, and 6.0g are presented in the next section. 

Numerical. A mathematical model that predicts the capil­
lary limit of a helically grooved heat pipe subjected to a trans­
verse body force field has been developed. The effects of tem­
perature-dependent working fluid properties, the geometry of 
the heat pipe and the grooves (including helix pitch), and body 
force field strength were accounted for. To validate the present 
solution, the closed-form solution presented by Klasing et al. 
(1997) was used, wherein the capillary limit of a heat pipe 
under gravity with straight axial grooves as the wick structure 
was calculated. The geometric values given in Table 1 (Heat 
Pipe #1) were used in both models to calculate the capillary 
limit for adiabatic temperatures between 40 and 80°C. The solu­
tion of the capillary limit for a helically grooved heat pipe was 
iterative in nature, so a convergence check on AQg was re­
quired. The maximum percentage error for AQg = 0.1, 0.01, 
and 0.001 W was 7.65, 0.58, and 0.14, respectively, as compared 
to the closed-form solution. Therefore, in an effort to maintain 
a reasonable calculation time, AQX was chosen to be 0.01 W. 

was noted for increasing radial acceleration rates (increasing 
table angular velocity), the decrease was seen to be only mar­
ginally significant compared to the uncertainty of the heat trans­
ported (Table 2) . Therefore, the amount of heat lost due to 
external convection was quite small in comparison to that lost 
due to conduction through the mounting blocks. 

Figure 7 shows the thermal resistance as a function of trans­
ported heat over the entire range of radial acceleration. In gen­
eral, the thermal resistance decreased and then increased with 
transported heat when dryout commenced. When \ar\ = 0.0 
and 2.0g, dryout resulted in a gradual increase in the thermal 
resistance, as shown in Fig. 7. In this case, the capillary limit 
was considered to be reached when the thermal resistance began 
to increase. For \a,\ > 4.0g, dryout occurred suddenly, as 
shown in Fig. 8. In this figure, the heat input was changed from 
<2,„ = 129 to 142 W, where the evaporator end cap and heater 
temperatures increased by 40°C in less than 2 minutes. After 
dryout was confirmed, the heat input was returned to g,„ =129 
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Fig. 8 Temperature versus time during an incident of dryout for ar = 
4.0g: Q,„ increased from 129 W to 142 W at f = 3160 s, Q,„ decreased 
from 142 W to 129 W at f = 3290 s (Heat Pipe #1) 
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Table 1 Heat pipe specifications 

Heat Pipe # 1 Heat Pipe #2 
Wick structure Helical grooves Axial grooves 
Working fluid Ethanol Ethanol 
Working fluid charge 6.5 cm3 2.6 cm3 

Heat pipe length, Lt 457.2 mm 485.8 mm 
Evaporator length, Le 152.4 mm 139.7 mm 
Adiabatic length, La 101.6 mm 168.3 mm 
Condenser length, Lc 152.4 mm 149.2 mm 
Tube outside diameter, D0 15.88 mm 12.7 mm 
Tube wall thickness, tw 0.766 mm 0.52 mm 
Vapor core diameter, Dv 13.46 mm 11.06 mm 
Radius of curvature, R 1.22 m 1.22 m 
Wall/wick materials Copper Copper 
Helix pitch, p 139 cm CW oo 
Groove height, h 0.44 mm 0.30 mm 
Groove width, w 0.47 mm 0.32 mm 
Number of Grooves, Ng 50 60 
Heater element Nichrome heater tape 
Fill valve Nupro B-4HW bellows valve 
Calorimeter 1/8 in. OD coiled copper tubing 

Table 2 Maximum uncertainties of measured and calculated values 

Measured Values 
Mass flow rate Am = ±1.4 x 10"4 kg/s 
Calorimeter inlet temp. ATin = ±0.14 K 
Calorimeter outlet temp. ATout = ±0.14 K 
Evaporator end cap temp. ATeec = ±0.17 K 
Condenser end cap temp. ATcec = ±0.16K 
Heater voltage AV = ±2% of reading 
Heater current AI = ±2% of reading 
Radial acceleration Aar = ± 0.1-g 
Electrical wire resistance ARwire = ±2.4 X 10~3 i} 

Calculated Values 
Heat input AQm = ±4% 
Heat transported AQt = ±14% 
Thermal resistance ARth = ±14% 
Capillary limit AQcap = ± H % 

Figure 9 shows the capillary limit of each helical groove 
versus the starting angle of the groove. When \a,\ = 0.0 g, the 
heat transported by the grooves has a peak in the upper right-
hand quadrant, and a minimum in the lower left-hand quadrant. 
This was due to the presence of the body force due to gravity, 
which aided the liquid return in the grooves in the upper right-
hand quadrant. As the resultant body force vector (gravity + 
acceleration due to rotation) increased in magnitude and 
changed in direction, the maximum heat transported by the 
grooves increased and shifted from the upper right-hand quad­
rant to the lower right-hand quadrant, as shown in Fig. 9 (a ) . 
In addition, the increase in the resultant body force vector pro­
gressively deactivated the grooves where the body force acted 
in a direction unfavorable to the return of liquid back to the 
evaporator section. Faghri and Thomas (1989) showed that 
axial grooves are very sensitive to body force effects: A change 
in tilt angle from horizontal to - 1 deg (unfavorable) resulted 
in a decrease in the capillary limit of a copper-water heat pipe 
from Qln = 700 to less than 50 W in their study. In the present 
case, the benefits derived from the increase in the fluid flow 
rate through part of the grooves outweighed the loss of heat 
transport through those grooves that were hindered. For \ar\ fe 

A.Og, the location of the grooves where the maximum heat 
transport occurred did not vary appreciably, since the body force 
due to the radial acceleration was significantly greater than that 
due to gravity [Fig. 9(b)]. 

Figure 10 shows the acceleration components due to rotation 
and gravity in the (JC3, v3, z3) coordinate system. The relative 
magnitudes of the acceleration in the x3, v3, and z3 directions 
illustrate how the helical grooves contribute to the return of the 
fluid to the evaporator. Due to the curvature of the helical 
grooves, an acceleration component was induced in the x3 direc­
tion. However, the magnitude of this acceleration component 
was relatively small due to the shallowness of the helix angle. 
The acceleration components in the y3 and z3 directions were 
significantly larger because their magnitude and direction were 
similar to that of a,.. The acceleration for 4>0 = 0.0 deg in Fig. 
10(a) was less than zero along the entire length of the groove 
and ggiCap < 0.01 W (see Fig. 9). However, for the groove 
located at 4>o = 180.0 deg the acceleration in the x3 direction 
was greater than zero along the groove length, which resulted 
in Qs,axp = 8.41 W. When compared to Fig. 9(b), it can be 
seen that the positive acceleration components in the x3 direction 
enhanced the capillary limit by increasing the rate of fluid return 
to the evaporator. In contrast, the negative acceleration compo­
nents in the x3 direction greatly hindered the return of working 
fluid to the evaporator. 

The capillary limit versus radial acceleration is given in Fig. 
11 for various adiabatic temperatures. Figure 11 (a) shows the 
results of the present model, where the capillary limit of the 
heat pipe increased monotonically with adiabatic temperature 
and radial acceleration. Figure 11 (b) shows a comparison of 
the experimentally and analytically obtained capillary limits. 
Since no attempt was made in the experiments to maintain a 
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Fig. 11 Capillary limit versus radial acceleration (Heat Pipe #1): (a) 
present model; (b) comparison of present model and experimental re­
sults 

etry of the heat pipe is the same as that given for Heat Pipe #1 
in Table 1. A maximum value is observed at pIL, = 2, where 
each helical groove rotates through an angle of <f> = n. Also 
shown in Fig. 12 is the operating point of Heat Pipe #1. 

A heat pipe with straight axial grooves of similar dimensions 
(Heat Pipe #2 in Table 1) was also fabricated and tested for 
comparison with the results obtained from the helically grooved 
heat pipe. Figure 13 shows the inboard and outboard tempera­
ture distributions of the straight-grooved heat pipe for \ar\ = 
0 and 10g with a heat input of Q,n = 25 W. The evaporator 
end cap temperatures at this low heat input are significantly 
higher than the adiabatic temperatures for both radial accelera-

constant adiabatic temperature, the model was evaluated at the 
same adiabatic temperatures as those seen in the experiments. 
Both curves in Fig. 11(b) have similar trends, but the mathe­
matical model overpredicted the experimental capillary limit 
data by 27 to 50 percent. This overprediction is typical of the 
capillary limit analysis used in the present model (Richter and 
Gottschlich, 1994). However, since the trends between the ana­
lytical model and the experimental results are comparable, the 
present model can be very useful as a design tool to analyze 
various configurations. It should be noted that a fivefold increase 
in the capillary limit was achieved in the experiment by increas­
ing the radial acceleration from \ar\ = 0 to 6.0g. While the 
direction of rotation of the heat pipe was clockwise as seen 
from above, this was found to have no effect on the performance 
of the heat pipe as determined by the analytical model. 

Figure 12 shows the variation of the maximum heat transport 
of a helically grooved heat pipe with helical pitch. The heat 
transport results are normalized with the results of an identical 
heat pipe with straight axial grooves for comparison. The geom-

0 5 10 15 20 25 30 35 40 
P/Lt 

Fig. 12 Variation of the normalized capillary limit with helical pitch (Heat 
Pipe #1): T„ = 70"C, |a,| = 10.0g 
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Fig. 13 Steady-state temperature distribution for Heat Pipe #2 at Q,„ • 
25 W: (a) \6r\ = O.Og; (i>) \6r\ = 10.0g 

tion values, indicating dryout of the evaporator section. It can 
also be noticed that there is little difference in the temperature 
distributions between Figs. 13(a) and 13(b), indicating that 
higher transverse acceleration fields do not improve the move­
ment of liquid back to the evaporator for a straight axially 
grooved heat pipe. 

In regard to the assumption of no liquid communication be­
tween the grooves, the aforementioned Bond number analysis 
resulted in Bomax =£ 0.32 over the range of parameters reported. 
Therefore, the assumption concerning no communication of liq­
uid between the grooves appears to be valid. 

Conclusions 
The steady-state performance of a helically grooved copper -

ethanol heat pipe has been examined experimentally as a func­
tion of heat input and transverse body force field strength. A 
mathematical model of the heat pipe system has been developed, 
which accounts for the effects of increased transverse body 
forces, the geometry of the heat pipe and the grooves (including 
helix pitch), and temperature-dependent working fluid proper­
ties. The following conclusions have been made concerning the 
results of the experimental and numerical analyses: 

1 An increase in the transverse body force imposed on the 
heat pipe actually aided in the return of the working fluid 
back to the evaporator section. This resulted in a fivefold 
increase in the capillary limit when the radial acceleration 
was increased from \ar\ = 0 to 6g. 

2 Even at the highest radial acceleration (| ar | = 10g), the 
temperature uniformity between the inboard and outboard 
sides of the heat pipe was excellent. 

3 In general, the thermal resistance decreased and then in­
creased with transported heat when dryout commenced. 
When \ar\ = 0.0 and 2.0g, dryout resulted in a gradual 
increase in the thermal resistance. For | a, | > 4.0g, dryout 
occurred suddenly, which indicates an unstable operating 
condition near the capillary limit when under the influence 
of elevated transverse body forces. 

4 As the resultant body force vector increased in magnitude 
and changed in direction, the maximum heat transported 
by the grooves increased and shifted from the upper right-
hand quadrant to the lower right-hand quadrant of the 
heat pipe circumference. In addition, the increase in the 
resultant body force vector progressively deactivated the 
grooves where the body force acted in a direction unfavor­
able to the return of liquid back to the evaporator section. 

5 The mathematical model overpredicted the experimental 
capillary limit data by up to 50 percent, but since the 
trends between the analytical model and the experimental 
results were comparable, the present model can be very 
useful as a design tool to analyze various groove structure 
configurations. 

6 The qualitative results from the straight axially grooved 
heat pipe (Heat Pipe #2) showed that the performance 
was not significantly improved over the range of trans­
verse acceleration examined in the present study. 
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Capillary Performance of 
Evaporating Flow in Micro 
Grooves: An Analytical Approach 
for Very Small Tilt Angles 
The axial flow of an evaporating thin film through a V-shaped micro channel was 
investigated for the case of a grooved plate inclined with a very small tilt angle. For 
this problem, the addition of the gravity term caused by the tilt angle alters the form 
of the governing equation from linear to nonlinear. Because the effect of the tilt angle 
is very small, a perturbation method was applied to obtain a first order perturbation 
solution of R = R0 + eR,, where R0 is the undisturbed solution of a horizontally 
placed plate, and Rt is the disturbed solution caused by the tilt angle. A generalized 
graph of the nondimensional radius of curvature as a function of the nondimension-
alized axial length was obtained. The perturbation parameter, e, was expressed as a 
function of five nondimensional parameters. The results indicate that when the geome­
try is fixed, the effects of the Bond number and Capillary number are dominant. In 
addition, it was found that e is inversely proportional to the square root of the 
Capillary number. This indicates that the perturbation method is applicable and 
accurate, even for the case of somewhat larger tilt angles (where the initial applicabil­
ity of perturbation appears to be violated), if a sufficiently large heat flux is applied. 

Introduction 
The highest heat transfer coefficients typically occur when a 

pure substance or mixture undergoes a change of phase. In 
situations where this phase change process involves evaporating 
or condensing fluids, small capillary grooves are often used to 
increase the effective liquid-vapor interfacial area for evapora­
tion or the effective solid-vapor surface area for condensation. 
These capillary grooves allow the liquid to coalesce and pro­
mote the flow of liquid either away from the condensing region 
or towards the evaporating region, decreasing the average film 
thickness. Using this technique, the size and thickness of the 
thin film region, the location and magnitude of the interline 
region, and the average heat transfer coefficient can all be sig­
nificantly enhanced by controlling the number, cross-sectional 
shape, and length of the capillary grooves. The use of these 
techniques to improve the heat transfer coefficient is common 
in a number of applications, including conventional heat ex­
changers, chemical processing equipment, and nuclear reactors. 
More recently, however, increased interest in the use of phase 
change heat transfer processes for the thermal control of space­
craft and electronic components, either through traditional meth­
ods (Peterson and Ortega, 1990) or more innovative methods 
involving the use of micro heat pipe devices (Peterson, 1992), 
has resulted in the need for a better understanding of the liquid 
film behavior in these grooves. 

As illustrated in Fig. 1, when a liquid contacts a flat surface, 
the extended meniscus is typically divided into the following 
three regions: the intrinsic meniscus region, dominated by the 
capillary forces; the evaporating thin film region, which has the 
combined effects of both capillarity and the disjoining pressure; 
and the adsorbed layer region, where the disjoining forces domi­
nate, inhibiting evaporation. The junction of the evaporating 
thin film region and the adsorbed layer is referred to as the 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 8,1996; 
revision received November 17,1997. Keywords: Multiphase Flows, Thermocap-
illary Flows, Thin Film Flow. Associate Technical Editor: M. D. Kelleher. 

interline region, and it is here that a majority of the heat transfer 
occurs due to the thin film thickness. 

The number, the length, and the shape of grooves can be 
easily controlled to enhance the heat transfer in the interline 
region, but the effect of variations in the size and shape of the 
extended meniscus formed in the capillary groove is still under 
investigation. A number of analytical and experimental investi­
gations have been conducted to better understand the evaporat­
ing thin film formed on a flat plate (DasGupta et al., 1993; 
Mirzamoghadam and Catton, 1988a, 1988b; Potash and 
Wayner, 1972; Schoenberg and Wayner, 1992; Sujanani and 
Wayner, 1991; Wayner et al., 1976) or associated with capillary 
feeders (Ha and Peterson, 1996; Ma and Peterson, 1996; Pe­
terson and Ma, 1996; Moosman and Homsy, 1980; Renk et al., 
1978; Renk and Wayner, 1979a, 1979b). However, these are 
typically two-dimensional investigations that are helpful in un­
derstanding the evaporating flow up the groove wall, but are 
not directly applicable to small grooves. In order to better under­
stand the flow field through these capillary grooves, the axial 
and cross-sectional flow characteristics occurring in the intrinsic 
meniscus must be investigated. 

Stroes et al. (1992) carried out an experimental study of 
the evaporating flow through small grooves for the purpose of 
comparing the capillary forces in rectangular and triangular 
channels. Xu and Carey (1990) conducted a combined analyti­
cal and experimental investigation of the liquid behavior in 
micro grooves. Following the procedure outlined previously, 
Ha and Peterson (1994) conducted an analytical investigation 
of the axial intrinsic meniscus variation in V-shaped micro-
grooves. In this latter investigation, the axial dryout location 
was determined as a function of the input heat flux, the thermo-
physical properties of the system, and the geometric parameters 
of the grooves. The current investigation was undertaken in an 
effort to develop an analytical approach to predict the flow field 
and the axial wetted length or axial dryout location. 

Theoretical Formulation 
The current investigation considers thin liquid films flowing 

through V-shaped micro grooves, as illustrated in Figs. 2 and 
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TOP OF GROOVE-

INTERLINE 

Fig. 1 Description of a meniscus 

3. One end of the grooves (or in this case, the grooved plate) 
is immersed in a pool of liquid and is held stationary at a 
small inclination angle, while heat is applied to a portion of the 
underside of the plate. For small grooves and small inclination 
angles, the liquid will wick up the groove against the gravita­
tional body force and against the frictional pressure gradients 
caused by continuous flow. For this situation, the capillary be­
havior will determine the axially wetted length and the dryout 
point. In the model presented here, an adiabatic region has been 
included between the point where the plate emerges from the 
liquid pool and the upper region of the plate to which a known 
uniform heat flux is applied, as shown in Fig. 2. The primary 
objective of this analysis is to identify the end point of the 
wetted region for a given uniform heat flux. 

For grooves relying primarily on capillary pumping for the 
liquid flow, it is reasonable to assume that all the axial flow of 
the liquid occurs in the groove (i.e., no flow occurs over the 
flat portion between the grooves). For a very small groove, the 
capillary radius of the intrinsic meniscus can be treated as a 
constant at a given cross section. When heat is added to the 
plate, the radius of curvature at the interface of the intrinsic 
meniscus varies axially along the groove, and decreases gradu­
ally as the meniscus approaches the heated section. As the liquid 
recedes further and further towards the apex of the groove, the 
liquid film thins, finally reaching a minimum value. The wicking 
action or capillary pumping is the result of this decrease in the 

Fig. 2 Schematics of view side considered in the model 

U-Wfe J 
Fig. 3 Groove geometry 

radius of curvature caused by the intrinsic meniscus receding 
into the groove. 

At a given cross section, the liquid film is adsorbed at the 
groove wall, forming an extended thin film region above the 
intrinsic meniscus. The distribution of the thin film on the 
groove wall induces a large pressure gradient in the liquid. In 
this region, the film behavior is dominated by the dispersion 
forces. Since the resistance to flow in the evaporating thin film 
and adsorbed layer regions of the extended thin film is much 
larger than it is in the intrinsic meniscus region, the majority 
of the axial flow is confined to the intrinsic meniscus region. 

Based on the above discussion, several simplifying assump­
tions can be made to determine the end of the axial wetted 
length or the axial dryout point. These are as follows: (1) the 

Nomenclature 

A = constant defined in Eq. (12) 
B = constant defined in Eq. (12) 
c3 = constant in Eq. (8) 
D = constant defined in Eq. (42) 
g = gravitational acceleration 

hfg = latent heat of vaporization 
K = parameter in Eq. (7) 
P = pressure 

q"(x) - heat flux normal to the bottom 
of the plate at x 

r(x) = radius of curvature in the intrin­
sic meniscus at x 

R = dimensionless radius of curva­
ture defined in Eq. (16) 

V = velocity vector of the fluid in Eq. 
(4) 

w = half of the top groove width in 
Fig. 3 

u>b = half of the bottom width in Fig. 3 
x = coordinate along the groove channel 

in the evaporating region 
x' = coordinate along the groove channel 

in the adiabatic region 
X = dimensionless length in the axial di­

rection in Eq. (16) 

Greek 
a = half the vertex angle of the groove 

in Fig. 3 
P = slope of the plate with respect to 

gravity in Fig. 2 
r c = mass flow rate per cross section in 

the jc-direction in Eq. (7) 
e = perturbation parameter defined in 

Eq. (41) 

v = kinematic viscosity 
t, = dimensionless radius of curvature 

inEq. (16) 
p = density 
a = surface tension 

Subscripts 
j = junction of the intrinsic meniscus 

and the interline region 
/ = liquid 

m = maximum length of axial or 
groove side direction 

m0O = maximum value for /? = 0 
v = vapor 
o = characteristic or reference 
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axial flow along the groove in the ^-direction occurs primarily 
in the intrinsic meniscus region; (2) the radius of curvature of 
the intrinsic meniscus is constant at a given location, x, but the 
radius of curvature varies axially along the groove, and the 
capillary pressure gradient due to this decreasing radius drives 
the liquid flow in the x-direction; (3) the disjoining pressure 
gradient due to the variation of the film thickness along the z-
direction drives the film flow up the groove wall; (4) evapora­
tion occurs primarily in the thin film region, particularly near 
the interline and; (5) the vapor pressure is constant. 

The liquid-vapor pressure difference across the interface can 
be expressed as 

Pv-P, = -
r 

(1) 

by the Young-Laplace equation, where r is the mean radius of 
curvature given by 

1 = i i 
r r{ r2 

(2) 

At each point on the liquid-vapor interface, the surface has two 
principal radii of curvature, rx and r2, in orthogonal planes 
normal to the surface. One of the radii, the axial radius r2, 
approaches infinity when compared to the other comparatively 
small radius, r,, of the intrinsic meniscus. Hence, the mean 
effective curvature can be expressed as 

1 1 
(3) 

Meanwhile, the general form of the force-momentum balance 
equation can be expressed as 

dV 
= -VP + FB + /iV2V (4) 

from which the axial flow along the groove can be determined. 
Because the flow rate is very small, the convective term in the 
governing equation can be neglected. For steady laminar flow, 
the force-momentum equation in the x-direction can be simpli­
fied to 

dP 
- 1 + p,g sin 0 + Fv = 0, 
ax 

(5) 

where /3 is the angle between the gravitational vector and a line 
normal to the grooved surface. The primary concern in the 
current work, to which Eq. 5 applies, is to identify the dryout 
point, not necessarily the velocity components of the liquid 
flow. Thus, the viscous term in this expression, F„, is substituted 
for fiVV and can be related to the Fanning friction factor. Since 
the vapor pressure, Pv, is assumed to be constant, the liquid 
pressure gradient can be expressed in terms of the radius of 
curvature, or 

dP, 

dx dx 
(/>„ -Pt) = - — 

r(x) 
(6) 

Following the procedure originally proposed by Xu and Carey 
(1990), the form of Eq. (5) can be modified to 

d I a \ 2Kvt 

dx \r(x) J CTX{X)' 
Tc + p,g sin 0, 

where 

c3 = 4 tan2 a 2 , 1 7T 
2 - ' + a 

tan a 2 

(7) 

(8) 

In the above expression, rc, is the mass flow rate through the 

JUNCTION 

ORIGIN 

Fig. 4 Centerline film profile along the axial direction 

cross section of the groove, and the parameter K, originally 
determined by Ayyaswamy et al. (1974) is a function of the 
groove half angle, a, and the liquid contact angle. Note that 
Eq. (8) is valid for both the adiabatic or the evaporating regions. 

Evaporating Region. If the liquid in the evaporating region 
is assumed to be saturated and the heat flux along the x-direction 
is given by q"(x), the mass flow rate at a certain position, x, 
can be expressed as 

r c = dTc = ^ \ q"{x)dx, (9) 
Jo fl/g Jx 

where the value of xmax is the point farthest from the liquid pool 
at which the intrinsic meniscus could still be considered to exist. 
Note that mass flow rate is zero at the dryout point, xmm, and, 
as shown in Fig. 4, is measured from the junction between the 
heated and adiabatic regions of the plate. 

Initially, the case of the uniform heat flux will be considered. 
If q"(x) is constant with respect to x, and represented by q"h, 
the mass flow rate, Fc, in Eq. (9) at a position, x, can be 
expressed as 

-r 
Jo 

dTc = • q'bUb(xm!a - x). 
"fs 

Combining Eq. (7) with Eq. (10) yields 

r(x)2— = -A(x m 
dx 

x) - Br{xY 

where 

A = 
c3ahfg 

and B = 
Pig sin (3 

(10) 

(11) 

(12) 

Equation (11) is the general equation of r(x) for a uniform 
heat flux, and, as a nonlinear first order ordinary differential 
equation with respect to x, can be solved numerically. However, 
Eq. (11) has an exact solution for the case of 5 = 0, i.e., when 
the inclination angle is zero. The form of this solution is 

dr 
r(x) -— = — A(xmax — x). 

dx 
(13) 

Using the method of separation of variables, the solution for 
r(x) is given as follows: 

V — 2 A{Xm&x X) (14) 

This equation for no tilt angle is expected to produce the longest 
axial wetted length. In the above solution, the boundary condi­
tion at the dryout point used (i.e., at x = xmax) was r = 0. For 
the desired expression of xmM, the boundary condition at the 

454 / Vol. 120, MAY 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



junction can be used (i.e., at x = 0, r = r,). The resulting 
expression for xmm with no inclination is given by 

assumed form of the solution (Eq. (23)) into Eq. (21) produces 
the following: 

xmpo — (15) 

From the above result, it is apparent that if the radius at the 
junction, r,, is known, the wetted length, and hence the dryout 
point, can be predicted in closed form. If this were not the case, 
the problem would become very difficult to solve numerically. 

For the general case of p =£ 0 (i.e., the plate is at some tilt 
angle), Eq. (11) takes the form of a nonlinear differential equa­
tion with no analytical solution, that must be solved numerically. 
However, numerical computation only shows the final discrete 
results, and cannot give information about the relationship be­
tween the variables. Because it is useful to be able to predict 
the value of xmax in a closed form as a function of different 
variables, Eq. (11) can be approximated using perturbation 
methods to produce a closed form analytical solution. 

For the case of very small inclination angles, Eq. (11) can 
be considered a weakly disturbed case of the problem with no 
inclination, making it suitable for solution by the perturbation 
method. As a first step, the variables can be nondimensionalized 

R = rlr„, C, = rjlr0, X = x/x, mpO- (16) 

Here, r0 and xm0o are the characteristic lengths of the radius and 
axial axis, respectively; r„ is the radius at the origin x' = 0, 
which will be defined later, and xmpa is xmax for the special case 
of P = 0. For this scaling situation, Eq. (11) assumes the 
following equivalent form: 

R 
2 dR _ xmpp 

dX 3 MX Xmm) xmpor0BR . (17) 

The constant of the first term in the right-hand side can be 
simplified by Eqs. (15) and (16) as 

A~3P. (18) 

If the adiabatic region is not included, rj is equal to r„, and the 
above term takes a value of \. For the constant of the second 
term in Eq. (17), a new parameter, e, can be introduced: 

(Ro + e/?,)2 (R'0 + eR[) 

In C3(X-*m«x)-e(.Ro + eR,)4. (24) 

After manipulation, Eq. (24) can be arranged with respect to 
the order of e as follows: 

R2
0R0 + 2eRoR.Ro + eR2

0R[ + e2 ( . . . ) + . . . = \ t,\X 

- XmaK) - e{R4
0 + e(. . .) + e2 ( . . . ) + . . . } . (25) 

Deleting the e terms with order greater than two in the expansion 
process yields 

RlR'o + e(R2
0R[ + 2R0RM) = \ ^(X - Xmm) - eR4

0. (26) 

Setting the coefficients of the powers of e equal to each other 
yields the following two expressions: 

RlW, = f C3(* ^-max/ (27) 

RQR[ + 2R1Rlt = -Rl (28) 

The problem of solving the nonlinear first order differential 
equation has now been modified to that of solving two linear 
differential equations. Since R = R0 + e/?, = 0 at X = Xmax, 
the boundary conditions for these two equations are 

R0 = 0 and /?, = 0 at X = Xm.a (29) 

Equation (27), the zeroth order equation that represents the 
undisturbed case of P = 0, has already been solved in Eq. (14), 
and in nondimensionalized form it is 

R0 — C, (Xmax — X) . (30) 

If the solution of R0 in Eq. (30) is substituted in Eq. (28), the 
first order perturbation equation, Eq. (28), can be solved as a 
typical first order, linear, nonhomogeneous ordinary differential 
equation, the solution of which has the following form: 

RdX) -Hx{S eh(x)(-R2
0)dX+c (31) 

X,„/30fo" — 
2rJ • a 

I—- r,r0 sin P = e. 
I3A ' 

(19) 

If P is very small, the magnitude of e can be as small as required 
but must be less than 1: 

0 s e s 1. (20) 

Rewriting Eq. (17) with e produces the following nonlinear 
expression: 

* ' g = f 5 ' < * - * - ) - * ' (21) 

The last term in the right-hand side, eR4, can be treated as a 
source term, converting a nonlinear problem to a perturbed 
problem. Here, a regular perturbation method is applied. The 
solution of Eq. (21) can be approximated by adding small per­
turbations to the solution of the nonperturbed expression. 

R = R0 + e/?i + e2R2 + e3Rj + . .. (22) 

For simplicity, only the first order perturbation will be employed 
in the above power series of e, or 

R = R0 + eR,, (23) 

which will minimize the numerical uncertainty. Substituting the 

where 

h(X) dX = 2 In R0. (32) 

Using the boundary condition given in Eq. (29) to determine 
the integration constant, c, in Eq. (31), the form of the solution 
fo r« , (X) i s 

R,(X) Ro I -~^o 

— 11 <= (Km 

dX — JJ Ra{Xm!ly, — X) 

xy (33) 

and the solution of Eq. (21) is the sum of the solutions to Eq. 
(30) andEq. (33), 

R(X) = R0(X) + eR}(X) 

= RJ 1 + ^ R0(Xm 

— ̂ ,(Xmax — X) 

X) 

l+YjC(*n,ax-X)54. (34) 

From the above result, the effect of a disturbance resulting from 
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a small tilt angle is clearly represented by the e term added to 
the undisturbed term. With the boundary condition at X = 0, R 
= rjlr0 = C,, Eq. (34) yields the desired expression for Xmm in 
the implicit form 

i + ^ C x 
11 v 

5/3 
max J-"- niax 

(35) 

This equation indicates that the dryout point, Xmax, is dependent 
upon £, and e. Returning to the original quantities, the final 
approximate expression of xmtix for small angles of 0 is 

1 + 
l l v f w V-^-raax - * J 

3_A 

2 
(36) 

w / (tan a tan p ) 

In order to apply Eq. (35) or (36), the effect of variations in 
C, and e must be understood along with the value of the radius 
at the junction, rh which can be found by analyzing the liquid 
flow behavior within the groove in the adiabatic region. 

Adiabatic Region. In the adiabatic region, the axial mass 
flow rate at any position is constant and equal to the total mass 
flow rate evaporated over the entire length of the evaporating 
region. The mass flow rate per cross section in the ^-direction, 
r c , for uniform heat flux in the adiabatic region can be ex­
pressed as a function of xmm as follows: 

rc = r, h, 
(37) 

Vs 

Substituting this into the governing equation, Eq. (7) , and rear­
ranging yields 

dr_ 

dx' 

Axm Br(x')2 (38) 
r(x')2 

which must be solved numerically. Prior to solving, the numeri­
cal uncertainty was evaluated and found to be within acceptable 
levels. The assumption that the liquid of the meniscus com­
pletely fills the V-groove at the origin results in a boundary 
condition of the following form: 

r(x) = r„ 
cos a 

at x' = 0. (39) 

It is important to note where the location of the cross section 
where the above boundary condition can be applied: at the b-b 
cross section in Fig. 5, Eq. (39) it is applicable, but at the a-a 
cross-section, the liquid completely fills the groove, and the 
radius approaches infinity. The location of the a-a cross section 
is chosen in this work as the origin (x' = 0) and is defined as 
the point where the boundary condition given in Eq. (39) is 
applicable. In association with this boundary condition, the total 
wetted length may be modified for small tilt angles. The fluid 
will flow into the grooves due to the hydrostatic pressure, i.e., 
reflux flow. For this reason, it is necessary to modify the expres­
sion for xmM by adding an additional term to compensate for 
the hydrostatic pressure. From the geometry shown in Fig. 5, 
the additional term can be easily shown to take the form of wl 
(tan a tan 0), making the total wetted length equal to xmm + 
w/(tan a tan 0). 

Results and Discussion 

The radius of curvature at the junction, r,, can be calculated 
from Eq. (38) with the boundary condition of Eq. (39), but 
the length of the adiabatic region must be known. To resolve 
this problem, an initial value of r, less than w/cos a is assumed 

a-a b-b 

Fig. 5 Cross section of liquid-filled groove near the pool 

as the first estimate to obtain an initial value of xmm using Eq. 
(36) for the case with an adiabatic region. This value is then 
substituted into Eq. (38) for the second value of r,, which in 
turn results in a second value for xmas. This iterative procedure 
continues until rs and xmm converge to within a predetermined 
allowable accuracy. After having converged the value of xmax 

or Xmax, Eq. (34) can be used to obtain R. 
While the above iterative method allows a value of r,- to be 

determined, the primary interest in this investigation focuses on 
the features of the evaporating region rather than the adiabatic 
region. As a result, for simplicity r, is set equal to r„, which 
implies there is no adiabatic region along the x-direction. For 
these conditions C, = 1 and Eq. (34) becomes 

R(X) = (XmaK - X)2 

I ii 
(Xm X)5 (40) 

The variation of the radius of curvature with all the related 
variables is best illustrated by a case study. Consider a system 
comprised of saturated methanol at atmospheric pressure, in 
grooves with a cross section defined as w = u>b = 0.19 mm, a 
= 30 deg, and q"b = 5000 W/m2. Tilt angles of 0 = 3 deg and 
5 deg correspond to e = 0.269 and 0.448, respectively. In Fig. 
6, the universal dimensionless axial profile of the radius of 
curvature with respect to a dimensionless axial length is illus­
trated for the three values of e, 0.0, 0.27, 0.45. As shown, as 
the value of e increases, the location of the dryout point recedes, 
and, at the same position of X, the value of R gets smaller. 
Though e approaches 0.45 (about half of the limit of e), Xmix 

recedes to only 0.987 of Xm!lx for e = 0. Note that the nondimen-
sionalized value of x or xmm is different for different q",, even 
though the dimensionless parameter X has the same values, 
because the axial position x was nondimensionalized by xm0O in 
Eq. (15). For example, e = 0.45 has an Xmax value of 0.987 
that corresponds to xmm = 5.96 cm for ql = 5000 W/m2 and 
0 = 5 deg, but *raax = 2.98 cm for q% = 20,000 W/m2 and 0 
- 10 deg. At this point, a physically more meaningful explana­
tion of the effect of e can be presented by examining the dimen-

456 / Vol. 120, MAY 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



= > 

O 
u_ 
O (/) 
a < 
or 

0.16 

0.14 

0.12 

0.10 

0.08 -

0.06 

0.04 

0.02 

0.00 

" s = 0.00 " 
ff = 0 . 4 5 

'•\ 
\ • . \ 

0.95 0.96 0.97 0.98 0.99 
DIMENSIONLESS AXIAL DISTANCE, X 

1.00 

Fig. 6 Universal graph of R versus X with several values of e 

sionless parameters such as the Bond number, Bo (the ratio 
of gravitational and surface tension forces), and the capillary 
number, Ca (the ratio of viscous and surface tension forces) as 
follows: 

(3A ^ S l n P = 2i° 
C 

3CaD 
Bo sin P (41) 

where 

Bo = Ca ml D = 
8Kujb cos a 

c3w 
(42) 

Because r0, defined in Eq. (39), characterizes not only the 
groove width but also the groove depth, it is used as the refer­
ence length for the Bond number, Bo. In Eq. (41), e is expressed 
by sin /3 and four dimensionless variables, £, Bo, Ca, and D, 
where sin ft accounts for the inclination angle, C, for the length 
of the adiabatic region, Bo for some of the fluid properties, Ca 
for the combined effect of the remaining fluid properties and 
the heat input, and D for the groove shape. If all the geometric 
conditions are fixed with C, = 1, then e is dependent only on 
Bo and Ca. 

The introduction of e was, at first, motivated by a desire to 
determine the effect of small tilt angles. However, even for 
large title angles the value of e may be small (as seen in Eq. 
(41)) if the capillary number, Ca, and/or the geometric parame­
ter, D, are sufficiently large. As a result, this perturbation model 
can be applied, even for large tilt angles, if the heat input, q"b, 
is large enough and the ratio of u>b/w is suitable. For example, 
tilt angles of 8 = 6 deg and 10 deg (for methanol, w = u>„ = 
0.19 mm, a = 30 deg) correspond to relatively small values 
0.27 and 0.45 of e for a heat flux of q"b = 20,000 W/m2. Using 
these guidelines and recognizing the significance of the various 
terms and their effect on the validity of this approach allows it 
to be extended to cases that would not initially appear to be 
applicable. 

Conclusion 
A method for predicting the axial flow of evaporating thin 

films in V-shaped micro channels was developed for grooved 
plates inclined with very small tilt angles. The results indicate 
that for this situation the gravity term resulting from the tilt 
angle variation changes the form of the governing equation 

from linear to nonlinear. Because the effect of the tilt angle is 
very small, a perturbation method was applied to obtain a first 
order perturbation solution for R = R0 + eRt, where R0 repre­
sents the undisturbed solution of a horizontal plate, and Ri is 
the disturbed solution caused by the tilt angle. A generalized 
graph of the nondimensional radius of curvature with respect 
to the nondimensionalized axial length was obtained. The per­
turbation parameter introduced was expressed as a function of 
five nondimensional parameters. When the geometry was fixed, 
the effects of the Bond number and Capillary number were 
found to be dominant. The results indicate that e is inversely 
proportional to the square root of the Capillary number. This 
implies that the validity of the perturbation method is appro­
priate, even for cases with a somewhat larger tilt angle (where 
the applicability of perturbation appears to be violated), if a 
sufficiently large heat flux is applied. 
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Heat Transfer Enhancement 
With Porous Inserts in 
Recirculating Flows 
This investigation explores the use of porous inserts for heat transfer enhancement 
in recirculating flows, specifically flow over a backward-facing step. Numerical com­
putations are performed for laminar flow with high porosity inserts, which are com­
posed of small-diameter (150 pm) silicon carbide fibers aligned transverse to the 
streamwise flow. The inserts are varied in length and porosity in order to determine 
the most favorable combinations of maximum temperature reduction and head loss 
penalty. In general, the porous inserts reduce or eliminate the lower wall recirculation 
zone; however, in some cases the recirculation zone is lengthened if the inserts are 
short and extremely porous. Excellent heat transfer characteristics are shown within 
the inserts themselves due to the high-conductivity fiber material. Non-Darcy effects 
are shown to be important primarily as the porosity is increased. Deviation from 
local thermodynamic conditions between the inserts and the fluid is most apparent 
for the shortest inserts considered. 

1 Introduction 
The importance of heat transfer enhancement continues to 

grow due to the demands of energy efficiency and rising equip­
ment costs. Durability is a vital issue for equipment operating 
under highly corrosive conditions, such as in coal-fired boilers 
or waste-to-energy incinerators, where losses to corrosion are 
magnified by excessive operating temperatures (Krause et al., 
1977; Shreir, 1976; Thielsch and Cone, 1994). Since corrosion 
of metals is very sensitive to temperature (Shreir, 1976), even 
small increases in heat transfer rates can greatly lengthen equip­
ment lifetime by reducing corrosion losses. A number of heat 
transfer augmentation devices are available to increase internal 
heat transfer and include roughened and extended surfaces, and 
swirl-flow devices (Bergles, 1985). Recent investigations have 
focused on the use of porous inserts in order to obtain heat 
transfer enhancement with a minimum of frictional losses. 
Huang and Vafai (1994) studied flow in a two-dimensional 
duct with intermittently placed porous blocks located on one of 
the walls, and in a related study, Vafai and Huang (1994) 
considered these blocks to be imbedded within the duct walls. 
Abu-Hijleh (1997) investigated flow over a backward-facing 
step where part of the downstream duct wall was porous. 

While these studies demonstrate the possible gains in heat 
transfer with porous media, they do not address situations where 
the flow is inherently recirculating in the absence of the insert. 
Hendricks et al. (1991) experimentally investigated the use of 
brush inserts within a complex cooling passage for the mitiga­
tion of flow separation and augmentation of local heat transfer. 
The authors qualitatively showed that the inserts produced fa­
vorable changes in the flow field, but did not explore the effects 
of varying the insert length or porosity. In order to investigate 
the influence of these parameters on the flow field within a 
simple but well-studied geometry, we examine the flow over a 
backward-facing step, depicted in Fig. 1. This situation features 
one or more recirculation zones downstream of the inlet, de-

' Current address: Division of Energy Processes, Department of Chemical Engi­
neering and Technology, Royal Institute of Technology, S-100 40 Stockholm, 
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pending on the Reynolds number. From a heat transfer perspec­
tive, the reduction or elimination of recirculation is highly desir­
able, as wall temperatures are typically very high in these re­
gions. In lieu of smoothing out or extending the abrupt inlet 
region, one option is to partially fill the duct directly behind 
the step with a porous insert (see Fig. 1). The resistance to 
flow offered by the porous insert changes the streamwise veloc­
ity profile, which impacts the formation of recirculation zones 
beyond the insert. This flow resistance also may prevent the 
formation of recirculation zones within the porous region itself. 
In addition, if the porous insert is composed of a high-conduc­
tivity material with a large specific surface area, the removal 
of heat in these regions may be further enhanced by insert-wall 
conduction. Presuming that the porous medium consists of a 
uniform matrix, the porosity ef and the length a are key factors 
to the insert performance. 

The objective of the present study is to explore the use of 
porous inserts for heat transfer enhancement in recirculating 
flows. Laminar flow over the backward-facing step shown in 
Fig. 1 is considered with a duct Reynolds number, ReH, of 800 
(ReH = pUH/jj,, where p is the fluid density, U is the average 
inlet velocity, H is the duct height, and fj, is the fluid dynamic 
viscosity). The porous inserts consist of square arrays of fibers 
mounted transverse to the streamwise flow, with highly conduct­
ing silicon carbide (SiC) selected as the fiber material. Although 
the fiber arrays have porosities between 0.90 and 0.99, the small 
diameter of the fibers (d = 150 /xm) relative to the duct dimen­
sions results in a large interfacial surface area. A range of insert 
lengths, ranging from 0.10 s alH < 0.25, is considered for 
this problem. Non-Darcy effects are expected to be important 
in this application due to the combination of high porosity and 
large particle Reynolds numbers. Constant wall heat flux condi­
tions are considered to emphasize the role of the porous insert 
in temperature reduction. Since there is a large discrepancy 
between the fluid and fiber array conductivity, local thermody­
namic equilibrium (LTE) in the porous structure is not assumed. 

2 Analysis 
It is common to simplify the complex nature of flows in 

porous media by the volume averaging of the microscopic flow 
equations (Bejan, 1995). The volume average of any scalar or 
vector quantity Tk, associated with phase k, is defined as 
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Fig. 1 Schematic of duct with backward-facing step 

<rt> = 
1 f 
V Jv 

TkdV (1) 

where V is the representative elementary volume (REV). (Tk 

is zero in regions not occupied by phase k.) The intrinsic volume 
average is defined as 

<r*>' TkdV (2) 

and may be related to the total volume average by ek(Tk)
k = 

(rk), where ek is the volume fraction of phase k. Within the 
fiber array, fluid phase / and solid phase s are present, while 
only the fluid phase exists downstream of the porous insert. 
For steady-state, incompressible flow with spatially uniform 
properties and volume fraction, the volume-averaged equations 
of continuity, momentum, and energy for the fluid phase are as 
follows (Amiri and Vafai, 1994; Bejan, 1995; Cheng, 1978): 

V-<U/> = 0 

Pf ( u / ) - V ( u / ) = - V ( P / K + ^ V 2 ( u / ) - S J 
BL 772/ 

(3) 

(4) 

pfcpJV-(Tfy(uf} = KfefV
2(Tfy 

+ hffifMT.Y - (Tf)
f) (5) 

In these expressions, S/is the interfacial momentum source term 
tensor, ke/the effective fluid thermal conductivity tensor, hfs the 
interfacial convection coefficient, and afs the specific surface 
area of the interface; the other variables are listed in the nomen­
clature. Outside the porous medium, ef = 1, and the equations 
given above reduce to the Navier- Stokes form. Since the solid 
phase is stationary, only the energy equation needs to be consid­
ered within the porous medium: 

0 = kesesV
2(TsY - hfsafs{{TsY (TfY) (6) 

A discussion of the terms resulting from the volume-averaging 
procedure is presented below. 

2.1 Momentum Source Term. In order to simplify the 
treatment of the momentum source term, Sf, it is assumed that 
the microscopic flow field is periodic within each macroscopic 
cell. This simplification allows for Sf to be specified from the 
macroscopic variables alone. The Darcian Reynolds number, 
Re/j£, is used as a criterion for determining the regime of macro­
scopic flow through the porous media: 

R e ^ 
pUJK 

M 
(7) 

where K is the Darcian or intrinsic permeability in a particular 
direction. Considering flow transverse to fiber arrays, Darcy 
flow holds when Rejjj =s 1, while non-Darcy effects exist be­
yond this point due to inertia and/or turbulence. Hence, the 
momentum source term in the x direction for the Darcy regime 
is 

-sx = 
P-JUf) 

Kx 
(8) 

The Darcian permeability for periodic fiber arrays has been 
studied by a number of researchers (Drummond and Tahir, 
1984; Edwards et al., 1990; Eidsath et al., 1983; Ghaddar, 1995; 
Martin et a l , 1997; Sangani and Acrivos, 1982); Astrom et al. 
(1992) report the functional form of Kx as 

Kx 
Cxd

2 

32es 
(9) 

where a closed-form solution for Cx is reported by Drummond 
and Tahir (1984) for square arrays: 

C, = In ( - ) - 1.4763 
2e, - 0.7959^ 

1 + 0.4892et - 1.6049e? 
(10) 

Non-Darcy resistance to flow is usually represented by the 
Forchheimer equation (Amiri and Vafai, 1994; Bear, 1988; Be­
jan, 1995), 

s = fj,(uf) + Fp_ 

Kx Ux 

or the Ergun equation (Ergun, 1952), 

<«/>• !<«/>! ( i i ) 

N o m e n c l a t u r e 

a = specific surface area; distance 
A = first Ergun constant 
B = second Ergun constant 
C = permeability parameter 
Cp = specific heat 
d = fiber diameter 
dp = characteristic particle diameter 
F = Forchheimer term 
g = Nusselt number correlation con­

stant 
h - convective heat transfer coeffi­

cient 
H = duct height 

K, K = permeability scalar and tensor 
k, k = thermal conductivity scalar and 

tensor 
L = duct length 

Nu = Nusselt number 
p = pressure 

q = heat flux 
r = Nusselt number correlation con­

stant 
Red = particle Reynolds number 
ReH = duct Reynolds number 

R e ^ = Darcian Reynolds number 
Sf = interfacial momentum source 

term tensor 
T = temperature 
u = x velocity component 
U = average velocity 

U/ = velocity vector 
V = representative elementary volume 

(REV) 
v = y velocity component 
a = kinetic energy coefficient 
r = scalar or vector quantity 
e = volume fraction 
7] = nondimensional wall coordinate 

\x = dynamic viscosity 
p = density 
lip = yaw angle 

Subscripts and Superscripts 
b = bulk 
e = effective 

/ = fluid phase 
fs = fluid-solid interface 
h = homogeneous 
i = inlet 
k = phase 

m = maximum 
o - outlet 
s = solid phase 

w = wall 
* = nondimensional quantity 
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Table 1 Correlation values for Nu« and values for Nuy 

«/ 9 r NUy 

0.99 1.069 0.140 1.157 

0.98 1.180 0.138 1.410 

0.96 1.345 0.147 1.790 

0.94 1.455 0.162 2.110 

0.92 1.596 0.167 2.405 

0.90 1.729 0.172 2.690 

-SX = A 
( 1 - £/)• 

M<«/> , D ef P ( " / ) ' !("/)! ( 1 2 ) 

( i - efy 

In these equations, F is the Forchheimer term, A and S are the 
first and second Ergun coefficients, and dp is the characteristic 
particle diameter. Martin et al. (1997) found these relations to 
be inadequate for flows in high-porosity cylinder arrays, and 
proposed the following equation as an alternative to the Forch­
heimer or Ergun relations: 

(13) 

where the modified friction factor / ' is correlated for square 
arrays as 

/ ' = 0.862e/0'555 Re^ 8 8 2 (14) 

The range of validity of Eq. (13) is 0.80 =s ef =s 0.99, and 1 
< R e ^ s 300. 

When the flow is parallel to the fiber arrays it remains 
attached, so Darcy flow alone is considered: 

-5» = M<"/> 
Kv 

(15) 

Similar to the transverse case, the Darcian permeability parallel 
to the fiber arrays is found from (Astrom et al., 1992) 

C d2 

where (Drummond and Tahir, 1984) 

(16) 

Cv = In | -) - 1.476 + 2es - 0.56? - ° - Q 5 0 9 7 £ ' ( 1 7 ) 

Both components of the momentum source term are zero in the 
pure fluid region. 

2.2 Effective Conductivity and Energy Source Term. 
Since the fluid volume fraction is large in the porous medium, 
the effective conductivity of the fluid phase is taken as the 
actual fluid conductivity, or 

kfj = kf,y = kf (18) 

The effective conductivity of the solid phase along the fiber 

k — t 
^S .V "-S 

(19) 

while kSj = 0 since fibers are not interconnected. In regions 
outside the porous medium, kf is taken as the conductivity. 

The determination of the interfacial heat transfer coefficient, 
hfs, is approximated from knowledge of the heat transfer coeffi­
cients transverse and longitudinal to the fiber array (microscopic 
heat transfer is also assumed to be periodic). Based on experi­
mental results from yawed flows over long cylinders, the Nus-
selt number, Nu = hfsdlkf, is taken to have the following form 
(Morgan, 1975): 

Nu = (Nux sin2 * + N u ' c o s 2 * ) 1 ' 4 (20) 

where ^ is the yaw angle of the local velocity vector as mea­
sured from the fiber axis, and Nux and Nuy are the Nusselt 
numbers transverse and parallel to the fiber array. Martin et al. 
(1997) correlated Nux to results obtained from microscopic 
modeling of flows in cylinder arrays: 

Nux = g Rer
d (21) 

where Re<i is the particle Reynolds number (p(uf)d/^i) and g 
and r are constants listed in Table 1. Longitudinal to the fiber 
array, Nuy is found via the equivalent annulus formulation pre­
sented by Sparrow et al. (1961), which is an accurate approxi­
mation for longitudinal flows in fiber arrays with high porosity. 
Values for Nuy, listed in Table 1, are independent of Reynolds 
number since the longitudinal flow is attached. Finally, the in­
terfacial surface area afs - 4ejd for square arrays. 

Table 2 Input parameters for porous insert analysis 

Parameter Value 

PS 1.23 kg/m3 

N 1.79 x 10~5 N-s/m2 

CP,I 1006 J/kg-K 

kf 0.025 W/m-°C 

Ka 490 W/m-°C 

Ti 300 K 

H 0.025 m 

L 0.2 m 

ReH 800 

qw 2.0 kW/m2 
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Fig. 3 Wall velocity versus nondimensional wall coordinate for fully de­
veloped porous medium flow 
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Fig. 2 Fluid flow and heat transfer in homogeneous duct: (a) transverse 
coordinate versus streamwise velocity component at x/H = 7, ReH = 
800; (b) streamline plot, Re„ = 800; (c) Nusselt number and near-wall 
velocity versus axial location, ReH = 600. 

2.3 Problem Description and Numerical Approach. A 
finite volume-based numerical procedure based on the SIMPLE 
algorithm (Patankar, 1980; Shyy, 1994) is used to solve the 
macroscopic equations, Eqs. ( 3 ) - ( 6 ) , in a two-dimensional 
Cartesian coordinate system, with central differencing used to 
handle convective terms. The abrupt change in properties and 
source terms at the interface between the porous medium and 
the pure fluid is handled by computing the harmonic mean at 
this location, as described by Patankar (1980). Referring to 

Fig. 1, the computational domain is divided into a 96 X 81 
grid, with 20 cells located just behind the step along x/H = 0.5. 
No-slip and no-penetration boundary conditions are imposed at 
the solid walls, and the inlet velocity is parabolic (i.e., fully 
developed). At the outlet, the velocity is extrapolated in the 
streamwise direction, and global mass conservation is used after 
every iteration (see Shyy, 1994). The upper and lower walls 
are supplied a constant heat flux qw = 2.0 kW/m2, where both 
fluid and solid temperatures are taken as the wall temperature, 
Tw. Furthermore, it is assumed that the fiber array is in good 
thermal contact with the upper and lower walls, hence T„ is 
specified via 

qw = -(esks + efkf) 
dy 

(22) 
y=o,H 

where contributions from both fluid and solid phases are in­
cluded in the effective conductivity. The temperatures of the 
fluid and solid at the inlet and left wall are fixed at Tj, while 
the outlet is adiabatic. Physical properties of the fluid (air) and 
the fiber array (SiC) are taken at 300 K, and can be found from 
Incropera and Dewitt (1985) (refer to Table 2, which includes 
the input parameters). Computations are performed on a dedi­
cated DEC 3000-600 workstation, with solution times of ap­
proximately four hours for the 96 X 81 grid. 

A number of checks are performed in order to determine the 
validity of the model. For each combination of porosity and 
insert length, sufficient iterations are allowed so that the normal­
ized residuals for each of the flow variables are less than 10~4. 
In addition, grid dependency is explored by comparing the base 
grid results to solutions obtained from two refined grids, 191 
X 81 and 96 X 161, for ef = 0.99 and alH = 0.25. No more 
than 2 percent difference is found between all three grid results, 
hence the coarsest grid is selected for the present study. Results 
are also compared to the investigation of Gartling (1990), who 
performed a detailed study of flow over a backward-facing step. 
Figure 2(a) shows the u velocity profile, normalized by the 
inlet velocity U, at a distance of x/H = 7 from the step. Excel­
lent agreement can be seen, as results from the present study 
and Gartling (1990) are nearly indistinguishable. Streamlines 
are shown in Fig. 2(b) for this situation, showing a primary 
recirculation zone along the lower wall, and a secondary recircu­
lation zone along the upper wall near the outlet. 

In addition, the numerical study presented by Sparrow et al. 
(1987) has also been selected to validate the present model, 
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Fig. 4 Streamline plots, e, =0.99: (a) a/H = 0.10; (to) a/H = 0.15; (c) a/H = 0.20; (d) a/H = 0.25 

with ReH = 600 (here, the lower wall is isothermal, and the 
upper wall and step are adiabatic). Figure 2(c) shows the devel­
opment of the u velocity near the bottom wall and the lower 
wall Nusselt numbers downstream of the step, which are defined 
as follows: 

dy 
H 

y-0 

Nuw = 
Tw Tb 

where Tb is the bulk temperature, and 

_ dT> 
dy 

NuWii 

H 
y=o 

T„ - T, 

predicts higher Nusselt number values. This finding is due to a 
small recirculation zone, which was computed by the present 
model, but not shown to exist by Sparrow et al. (1987). 

Finally, the porous medium flow equations were compared 
against the analytical solution reported by Vafai and Thiyagar-
aja (1987) for fully developed porous medium flow near a solid 
wall. The wall velocity, function of the dimensionless 
wall coordinate, rj, is shown in Fig. 3 for non-Darcy and Darcy 
flow conditions. Here, the Forchheimer equation, Eq. (11), was 
considered for the momentum source term, as this formulation 
was employed by Vafai and Thiyagaraja (1987). The velocity 
distribution was found to match within about 2 percent of the 
analytical predictions. 

(24) 3 Results—Fluid Flow 

(23) 

While the two solutions exhibit some quantitative discrepancies 
in the near-wall velocity profile, the location of the reattachment 
point compares well. The resolution of the results in the work 
of Sparrow et al. (1987) seems not to have reached a level as 
fine as the present one. With regard to heat transfer, good agree­
ment is shown up to x/H » 5, after which the present study 

The qualitative impact of the fiber array inserts on the down­
stream flow is shown in Figs. 4 and 5 as a function of a/H and 
porosity. Referring to Fig. 4, the presence of even a high-porosity 
insert (ef = 0.99) serves to change the nature of the flow field 
dramatically. With a/H = 0.10, the lower wall recirculation zone 
nearly fills the entire duct, which is in contrast to the shorter cell 
shown in the homogeneous case (see Fig. 2(b)). As a/H is 
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Fig. 5 Streamline plots, e, = 0.90: (a) a/H = 0.10; (b) a/H = 0.15; (c) alH = 0.20; (d) a/H = 0.25 

increased, the recirculation zone is successively reduced in size 
and eventually disappears at the highest a/H value considered 
(0.25). In addition, the upper wall recirculation zone appears to 
have been eliminated when the fiber array insert is utilized. The 
general trends outlined above can be explained in terms of the 
local influence of the insert on the flow. As the flow moves from 
the inlet through the porous insert, the strong resistance to flow 
causes the streamwise velocity to flatten and spread across the 
entire duct. The velocity profile near the upper wall is affected 
first because of the proximity of the inlet, while the spreading 
of the flow toward the lower wall lags behind. This explains the 
lengthening of the recirculation zone for low a/H values followed 
by the elimination of this zone if a/H is large enough. Figure 5 
illustrates the influence of a lower porosity on the downstream 
flow field (ef= 0.90). As expected, the increased flow resistance 
causes the lower wall recirculation zone to decrease faster and 
thus disappear for a shorter segment. Again, the upper recircula­
tion zone cannot be seen in this instance. 

Another issue of importance is the influence of Darcy versus 
non-Darcy modeling assumptions. The previously described 
figures (Figs. 4 and 5) also feature streamlines for cases where 
Darcy flow is assumed to be valid regardless of Reynolds num­
ber. In general, the flow field is only weakly dependent on these 

modeling assumptions, as the non-Darcy assumption tends to 
compute a slightly shorter lower wall recirculation zone because 
of higher frictional losses. However, there is one notable excep­
tion to this trend for a/H = 0.25 and a porosity of 0.99 (Fig. 
4(d)): Results from Darcy modeling show a small lower wall 
recirculation zone, which is not seen in the non-Darcy case. 
This particular combination of a/H and ef apparently lies near 
a transition condition, where the downstream flow field changes 
from recirculating to non-recirculating. As a consequence, the 
results show marked sensitivity to non-Darcy versus Darcy 
assumptions. 

Quantitative effects of the porous inserts may be shown by 
examining the streamwise velocity profiles at various locations 
in the duct. Figures 6 and 7 illustrate the u velocity profiles at 
locations one-half and seven duct widths downstream of the 
step for a/H = 0.10 and 0.25. At x/H = 0.5 (Fig. 6), the 
flattening of the velocity profile can be seen more clearly with 
an increase in porosity and/or length of the porous insert. The 
lowest porosity case (0.90) shows a great deal of deviation 
from the homogeneous case regardless of the size of the insert. 
Slight differences can also be seen in Figs. 6 and 7 regarding 
the non-Darcy versus Darcy modeling assumptions, especially 
for higher porosities. At x/H = 7 (Fig. 7) , the velocity profiles 
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(25) resulting from the porous insert differ greatly from the homoge­
neous case since the upper wall recirculation zone is no longer 
present. As the porosity is reduced and the insert length is I n m i s e x p r e s s i o n > p a n d p a r e t h e a v e r a g e i n l e t a n d o u t l e t 
expanded the flow profile tends to approach a fully developed sures> a n d a n d a r e t h e k i n e t i c e coefficients, 
(parabolic) situation. Non-Darcy and Darcy results also show d e f j n e d a s 
only slight variation. Results for ef = 0.92, 0.94, and 0.96 typi­
cally lie close to €/ = 0.90 for a given a/H value (for sake of f 
clarity, these cases are not depicted in the figures). J u dA 

To evaluate the frictional losses resulting from the porous a.lo = • '•" ,— (26) 
insert, the head loss, hh is calculated for the duct as follows [ I u^ ' 3 

(Fox and McDonald, 1992): \JAU, 
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Fig. 8 Nondimensional duct head loss versus porosity 

Figure 8 shows the duct head loss as a function of porosity for 
the various porous insert sizes (the head loss is divided by the 
homogeneous value to yield a dimensionless parameter, hf). 
Frictional losses are seen to rise monotonically as the porosity 
is reduced, with a penalty roughly two orders of magnitude 
larger than the no-insert case when ef = 0.90. Different combina­
tions of a/H and ef can result in comparable head loss values, 
which is most evident at the high-porosity end. The minimum 
head loss value for elimination of the recirculation zone is about 
four times the homogeneous case, with a/H = 0.25 and ef -
0.99. A comparison between the non-Darcy and Darcy modeling 
assumptions is also shown on the figure, with only slight differ­
ences shown. 

4 Results—Heat Transfer 
Heat transfer performance is shown in Fig. 9, which features 

the lower wall Nusselt number, Nuw (Eq. (23)), as a function 
of axial location for the various configurations. For the homoge­
neous case, a local minimum is shown in Nuw near the upstream 
edge of the recirculation zone; farther downstream, Nuw reaches 
a local maximum value after reattachment. The addition of the 
porous insert causes significant changes in the character of Nuw 
for a number of reasons. Since the insert has a large conductiv­
ity, differences between wall and bulk temperatures are small 
within this region, resulting in large Nuw values. For the high-
porosity case (Fig. 9(a)), the minimum value of Nuw near the 
inlet decreases for a/H = 0.10 and 0.15 because of the extension 
of the lower wall recirculation zone. As a/H is increased, the 
recirculation zone is reduced in length and consequently the 
minimum value of Nuw rises. With regard to the lowest porosity 
case (Fig. 8(b)), local minima can be seen near the inlet for 
a/H = 0.10 and 0.15, but not for higher a/H values since there 
is no recirculation for these cases. Slightly higher values of Nuw 
can be seen in Fig. 9(c), which feature porosities corresponding 
to the maximum amount of temperature reduction (discussed 
subsequently). Regardless of the a/H and ef combination, the 
Nusselt number near the outlet asymptotically approaches the 
fully developed value of 4.12 (Bejan, 1995) when the porous 
insert is included; flattening of Nuw at the outlet itself is due to 
the adiabatic boundary condition. 

It is also of interest to quantify the values of maximum wall 
temperature with and without the porous insert. Figure 10 illus­
trates the nondimensionalized maximum wall temperature, 
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Fig. 9 Lower wall Nusselt number versus axial location (non-Darcy, 
non-LTE modeling assumptions): (a) e, = 0.99; (b) e, = 0.90; (c) t, 
selected for optimum temperature reduction 

as a function of porosity (Tm,h is the maximum wall temperature 
(27) for the homogeneous case). As demonstrated in the Nusselt 

number findings, the porous inserts can have a detrimental im-
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Fig. 10 Nondimensionalized maximum wall temperature versus poros­
ity: (a) non-Darcy modeling assumption; (fa) Darcy modeling assumption 

pact; however, most cases show at least some reduction in wall 
temperature. The optimum value in temperature reduction with 
respect to ef is most apparent for the shorter inserts, with only 
slight sensitivity to porosity shown at the extreme a/H values. 
Nonequilibrium thermal conditions (denoted non-LTE) are 
shown to be important for high porosities and especially for 
small insert lengths. The value of T% is consistently underpre-
dicted by the LTE assumption, since this condition presumes 
infinite heat transfer between fluid and fibers. Comparing the 
non-Darcy versus Darcy flow assumptions, appreciable differ­
ences are seen primarily at the high-porosity end, where ReVj 
is typically highest. Results shown in Fig. 10 can be combined 

with the head loss values shown in Fig. 8 in order to determine 
the most attractive combination of temperature reduction and 
frictional penalty. In general, the most equitable tradeoffs are 
favored for long, highly porous inserts, as opposed to those that 
are short and dense. 

5 Conclusions 
The use of fiber array inserts in recirculating flows has been 

shown to impact the downstream flow structure greatly, obvi­
ously affecting the degree of heat transfer. If the inserts are short 
and highly porous, the lower wall recirculation zone behind the 
step can be extended, resulting in poorer heat transfer perfor­
mance with respect to the empty duct. On the other hand, with 
extension of the inserts and/or a decrease in porosity, the recir­
culation zone is either reduced in size or eliminated altogether. 
These trends illustrate the need for caution in designing porous 
inserts in order to prevent unwanted operating conditions from 
occurring. The most favorable condition of temperature reduc­
tion and head loss penalty is found for an insert of length a/H 
= 0.25 and a porosity of 0.99: The maximum wall temperature 
is reduced by over 30 percent, and the head loss is roughly four 
times higher than the no-fiber case. Beyond this porosity, only 
incremental wall temperature reductions are possible, accompa­
nied by head losses that approach nearly two orders of magni­
tude. Non-Darcy effects are more influential at the high porosity 
end, and in one instance non-Darcy calculations show the disap­
pearance of a recirculation zone, which is predicted by Darcy 
flow. The assumption of local thermodynamic equilibrium is 
valid only for long inserts, with significant differences appearing 
for shorter and more porous conditions. Results from this study 
illustrate the potential of porous inserts for heat transfer en­
hancement, suggesting the need for additional numerical and 
experimental investigations. 
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Effects of Heat Exchanger Tube 
Parameters on Nucleate Pool 
Boiling Heat Transfer 
In an effort to determine the combined effects of major parameters of heat exchanger 
tubes on the nucleate pool boiling heat transfer in the scaled in-containment refueling 
water storage tank (IRWST) of advanced light water reactors (ALWRs), a total of 
1966 data points for q" versus AT have been obtained using various combinations 
of tube diameters, surface roughness, and tube orientations. The experimental results 
show that: (1) increased surface roughness increases the heat transfer coefficient 
for both horizontal and vertical tubes, and the effect of surface roughness is more 
pronounced for the vertical tubes compared to the horizontal tubes, (2) the two heat 
transfer mechanisms, i.e., increased heat transfer due to liquid agitation by bubbles 
generated and reduced heat transfer by the formation of large vapor slugs and bubble 
coalescence, are different in two regions of low heat flux (q" =s 50 kW/m2) and high 
heat flux (q" > 50 kW/m2) depending on the orientation of tubes and the degree of 
surface roughness, and (3) the heat transfer rate decreases as the tube diameter is 
increased for both horizontal and vertical tubes, but the effect of tube diameter on 
the nucleate pool boiling heat transfer for vertical tubes is greater than that for 
horizontal tubes. Two empirical heat transfer correlations for q", one for horizontal 
tubes and the other for vertical tubes, are obtained in terms of surface roughness 
(e) and tube diameter (D). In addition, a simple empirical correlation for nucleate 
pool boiling heat transfer coefficient (hb) is obtained as a function of heat flux (q") 
only. 

Introduction 

One of the key features of the passive safety systems em­
ployed in the advanced light water reactor (ALWR) designs 
such as the Westinghouse AP600 plant is the passive residual 
heat removal (PRHR) heat exchanger shown schematically in 
Fig. 1 (Corletti and Hochreiter, 1991). The PRHR system trans­
fers decay heat from the reactor coolant system (RCS) to the 
containment by heating and boiling the water in the in-contain­
ment refueling water storage tank (IRWST) whenever the steam 
generators become unavailable for heat removal during normal 
operation, hot standby, heatup, or cooldown. The steam gener­
ated in the IRWST is condensed on the containment vessel and 
returned by gravity via the IRWST condensate return gutter 
(Westinghouse, 1992). The current version of ALWR require­
ments document requires the RCS temperature of 204.4°C 
(400°F) to be achieved in 72 hours, with or without reactor 
coolant pumps operating (MPR, 1991). 

To determine the required heat transfer surface area as well 
as to evaluate the PRHR system performance during postulated 
accidents, an overall heat transfer coefficient applicable for the 
PRHR system is needed. Currently, the generalized PRHR boil­
ing correlation developed by Corletti et al. (1990) is the only 
available correlation. However, the measured heat flux data 
obtained from the PRHR test facility, where the PRHR heat 
exchanger tubes are mounted vertically in a cylindrical tank, 
which has the prototypic height to preserve the buoyancy effects 
of the incontainment refueling water storage tank (IRWST), is 
one order of magnitude lower than conventional nucleate pool 
boiling heat transfer correlations summarized in Table 1. For 

IRWST-
Steam Generator 
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Fig. 1 Passive residual heat removal (PRHR) system for advanced light 
water reactors 

example, the heat flux value calculated by the generalized 
PRHR boiling correlation of Corletti et al. (1990), Csf = 0.034, 
is less than one-tenth of the value predicted by the Rohsenow 
correlation (1952), Csf =0.013. 

Many workers in the past two generations have investigated 
the effects of the diameter (van Stralen and Sluyter, 1969; Corn-
well et al , 1982; Cornwell and Houston, 1994), the orientation 
of heated surface (van Stralen and Sluyter, 1969; Jakob and 
Hawkins, 1957), and the surface roughness (Vachon et al., 
1968; Chowdhury and Winterton, 1985; Nishikawa and Fujita, 
1982; Cooper, 1984) on nucleate pool boiling heat transfer 
along with the effects of pressure and fluid properties. Earlier 
workers have generally found that a decrease in tube diameter 
and an increase in surface roughness give better heat transfer 
at a given superheat. Also, van Stralen and Sluyter (1969) have 
found that, in general, the heat flux on horizontal wires in pure 
liquids exceeds the value on vertical wires. However, there 
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Table 1 Conventional nucleate pool boiling heat transfer correlations and major parameters included 

Author Correlations Key Parameters Remarks 

Rohsenow 
(1952) 

Csf - coeff. of Eq.(a) 

o Pressure 
o Fluid-heating 

surface combination 

o CSf = surface-fluid constant 
- It depends on both the surface and 

the fluid 
- Typical values ; 0.0025-0.015 

Jakob and 
Hawkins 

(1957) 

Horizontal : hb = 1042AT1/a (for q" <16 kw/m2) (b) 

hb = 5.56AT3 (for 16<q" <240 kw/m2) (c) 

Vertical : hb = 537AT1/? (for q" <3 kw/m2) (d) 

h„ = 7.96AT3 (for 3<q" <63 kw/m2) (e) 

o Surface orientation 

o AT = (Heating Surface Temp. 
- Saturation Temp.) 

o hb = in W/m2-K 
o Fluid ; water 
o Pressure ; 0.1 MPa 

Cornwell 
et al. 
(1982) 

Nub = CthReg/3 (f) 

where, Nub = —;— and Reb = -? (tube boiling Reynolds (f) number) 

(Cti» - a constant dependent on the surface, fluid and pressure, 100 for water) 

o Diameter 

o Fluid ; water, refrigerants, and 
organics 

o Pressure ; p < 0.1 po 
o Tube diameter ; 6-32 mm 
o Surface ; commercial finish 
o Accuracy ; ±33 % 

Cooper 
(1984) 

Copper plate or Stainless Steel cylinders ; 
, (-,-_ <0.1Z~0.21oHi..e)^ , „ \ - 0 .55 . , . - 0 . 5 " 0.67 , \ 

h,, = 55pR (-log10PR) M q (g) 

Copper cylinders ; 
1, no c „ (0.12-0.2loHlne), . \-0.55»i*-0.5 '' 0.67 , . * 

hh = 93.5pR (-logi0PR) M q (h) 

PR=reduced pressure, M=molecular weight: e =surface roughness in microns 

o Surface roughness 
o Liquid property o Orientation ; horizontal 

Cornwell 
and 

Houston 
(1994) 

Nub = CF(p)Reg'6'Pr0'1; C = 9.7pc (i) 

F(p) = 1.8pR"+4pB
2 + 10p{f, pR = p/pc (j) 

o Diameter 
o General correlation 

o Orientation ; horizontal 
o Fluid ; water, refrigerants, and 

organics 
o Pressure I 0.001-0.8 pc 
o Heat Flux ; 0.1-0.8 qc" 
o Diameter ; 8-50 mm 
o Surface I machined or drawn 

Corletti 
et al. 
(1990) 

Car = 0.034 

o Pressure 
o Fluid-heating 

surface combination 

o AP600 PRHR HX modeling 
o Three vertical tubes of 38,1 mm pitch 
o Fluid ; water at atmospheric pressure 
o Tube diameter ; 19.05 mm 

Present 
Correlation 

Horizontal : q„" = 0.015e°-™AT5-™/DUM (5a) 

Vertical : qv" = 0.Q2Ae°-mAT4-m/Dim (6a) 

Simple form : hh = 0.266 (q" fm (9) 

o Diameter 
o Surface roughness 
o Surface orientation 

o Fluid ; water 
o Pressure ; 0.1 MPa 
o Heat flux ; 0 < q" < 160 kW/m2 

o Tube diameter ; 9.7-25.4 mm 
o Surface roughness ; 15.1-60.9 nm 
o Accuracy ; +25 %, -25 % 

seem to be some inconsistencies in their results. For example, 
Vachon's polished surface data (1968) suggest that a maximum 
in nucleate boiling heat transfer may be reached with a certain 
surface roughness for unidirectionally polished surface. In addi­
tion, according to Jakob and Hawkins nucleate boiling correla­
tion (1957) the heat transfer coefficient of vertical heating sur­
face is larger than that of horizontal heating surfaces, as opposed 
to the results of van Stralen and Sluyter (1969). 

In an effort to investigate the potential areas for improvement 
of the thermal design of the PRHR system of ALWRs and to 
resolve the inconsistencies of the previous work by others, an 
experimental parametric study of a tubular heat exchanger has 
been performed under nucleate pool boiling conditions. That is, 
the present study is aimed at the determination of the combined 
effects of tube diameter, surface roughness, and tube orientation 
(horizontal and vertical) on the nucleate pool boiling heat trans-

N o m e n c l a t u r e 

A 
CP 

C.j 

c,. 

= heat transfer area, m2 

= specific heat, J/kg-K 
= empirical constant between q" and 

geometric parameters 
= empirical constant to express sur­

face roughness effect 
= empirical constant to express wall 

superheat effect 
= empirical constant to express tube 

diameter effect 
= empirical constant between hb and 

q" 
= empirical constant to express heat 

flux effect 
= empirical constant to express ef­

fects of liquid and heating surface 
combination in Rohsenow's corre­
lation 

= empirical constant to express sur­
face roughness effect in Corn-
well's correlation 

D = tube outer diameter, m or mm 
E = supplied voltage, V 
hb = boiling heat transfer coefficient, 

kW/m2-K 
hfs = enthalpy of vaporization, J/kg 

/ = supplied current, A 
k = thermal conductivity, W/m-K 
L = tube length, m 

Nu = Nusselt number 
Pr = Prandtl number 
p = liquid pressure, Pa 

pR = reduced pressure 
q" = heat flux, kW/m2 

q = total heat transfer, kW 
Re = Reynolds number 

T = temperature, K 
AT = degree of superheat of the heating 

surface = T„ — TSM, K 

e = average tube surface roughness in 
rms value, nm 

fi = viscosity, kg/m-s 
p = density, kg/m3 

a = surface tension of liquid-vapor 
interface, N/m 

Subscripts 
b = boiling heat transfer 

corr = correlation 
exp = experiment 

/ = fluid 
g = vapor 
H = horizontal tube 

sat = saturation state 
t = tube 

V = vertical tube 
w = tube surface 
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Fig. 2 Schematic diagram of experimental apparatus 

fer. As a result, new empirical heat transfer correlations, one 
for horizontal heat exchanger tubes and the other for vertical 
heat exchanger tubes, in terms of major heat exchanger tube 
parameters and the tube wall superheat have been obtained. 
Because of the limited practical applicability of these correla­
tions, however, a simple empirical correlation for nucleate pool 
boiling heat transfer coefficient hb in terms of only q" has also 
been presented here. 

Experimental Apparatus and Procedure 
A schematic view of the present experimental apparatus is 

shown in Fig. 2. The experimental apparatus essentially consists 
of a scaled (^th in length) IRWST (i.e., a water tank), three 
heat exchanger tubes shown in Fig. 2(b), water and power 
supply systems, and associated data acquisition system to mea­
sure the temperatures of tube surfaces and the water in the 
IRWST. 

Two major scaling parameters for the AP600 PRHR system 
are (1) the heat flux on the tube surface and (2) the water 
volume of the tank (i.e., IRWST) per unit core decay power. 
The heat flux that corresponds to 2 percent of the core decay 
power is 101.2 kW/m2, and the water volume per unit decay 
power is 0.05 m3/kW. A comparison between the prototype 
(Corletti et al., 1990; van de Venne, 1992) of the IRWST and 
the scaled model is given in Table 2. The IRWST model (i.e., 
water tank) is made of stainless steel and has a rectangular 
cross section (790 X 860 mm) and a height of 1000 mm. This 
tank has a glass view port (595 X 790 mm), which permits 
viewing of the tubes and photographing. The heat exchanger 
tubes are simulated by resistance heaters made of stainless steel 
tubes whose heating length is 530.5 mm. To measure the surface 
temperatures of the heat exchanger, one of the three heat ex­
changer tubes was instrumented with five thermocouples outside 

the surface of the tube. The thermocouple tip (about 10 mm) 
has been bent at a 90 deg angle and brazed the bent tip on the 
tube wall. The thermocouple diameter is 1.5 mm. The first and 
the fifth thermocouples are placed at 115.25 mm from both ends 
of the heating element; the space between other thermocouples 
is 75 mm. 

For vertical tube tests, the heat exchanger tubes are placed 
at 80 mm from the tank bottom and 290 mm from both sides. 
In horizontal tube tests, on the other hand, the tubes are situated 
at 400 mm from the tank bottom and 130 mm from both sides. 
The space between the heaters (i.e., pitch) is 100 mm for both 
cases and is not a major scaling factor for the present. There is 
no particular reason for using this spacing since the spacing 
between heaters is not used as a major test parameter in the 
present work. 

To determine the combined effects of the major test parame­
ters of the heat exchanger tube on the nucleate pool boiling 
heat transfer in the scaled IRWST, four different diameters 
(ranging from 9.7 mm to 25.4 mm), three different surface 
roughness (15.1, 26.2, and 60.9 nm in rms measured by the 
phase measuring interferometer as given in Table 3), and two 
different orientations of heat exchanger tubes (horizontal and 
vertical) are used to obtain the heat flux (q") versus wall super­
heat (AT = Tw — Tsal) data for various combinations of test 
parameters as summarized in Table 4. The three surface 
roughness of the heating tubes were obtained by polishing unidi-
rectionally with three different grain size sand papers (#800, 
#2000, and #3000). The uncertainty (errors from measurement, 
instruments, and environmental conditions) in the heat flux, 
temperature, and surface roughness are estimated to be ±1.0 
percent, ±1.0 percent, and ±5.0 nm, respectively. 

The scaled tank is filled with water until the initial water 
level is reached at 730 mm. The water is then boiled for 30 
minutes at saturation temperature to remove the air. The temper-

Table 2 Comparison between prototype (AP600 PRHRS) and experi­
mental apparatus 

Item Prototvw (P) Scaled Model (M) Ratio (M/P) 
HX Tube Lcnath. m 5.49 0.5305 1/10 
Heat Transfer Area, m' 382 0.0955 1/4000 
Water Volume, m* 1935 0.48375 1/4000 
Power (2%). kWl 38660 9.665 1/4000 
Heat Flux, kW/m* 101.2 101.2 1/1 
Water Volume per Unit Power, m'VkW 0.05 0.05 1/1 

Table 3 Values of tube surface roughness measured by phase measur­
ing interferometer 

Teal Section 
(Sand Paper) 

Grain Sine, m 
rms Surface Roughness, nm Teal Section 

(Sand Paper) 
Grain Sine, m Circumferential Axial Average 

#800 31.75 70.3 51.5 60.9 

# 2000 12.70 30.6 21.8 26.2 

# 3000 8.47 17,2 13.0 15.1 
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Table 4 Test matrix and experimental q" versus AT data for correlation 
development 

T e s l 
Heated Tube Water 

Level 

(mm) 

Heal Flux 

(kW/m' ) 

Number of 

Thermocouples Number 

of Data 
T e s l 

Number of 
T u b e s 

Tube 
Orientation 

D 
(mm) torn) 

L 
(mm) 

Water 

Level 

(mm) 

Heal Flux 

(kW/m' ) Water Tube 

Number 

of Data 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 II 19.05 60.9 530.5 730 0-160 g 5 
373 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

2 II 19.05 60.9 530.5 730 0-160 5 5 373 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

3 II 19.05 60.9 530.5 730 0-160 5 5 
373 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 V 19.05 60.9 530.5 730 0-160 5 5 131 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 II 19.05 26.2 &30.5 730 0-160 a 5 121 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 V 19.05 26.2 530.5 730 0-160 5 5 147 
Nudeato 

Pool 

Boiling 

Ileal 

Tests 

) II 19.05 15.1 530.5 730 0-160 5 5 85 Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 V 19.05 15.1 530.5 730 0-160 5 5 121 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 II 9.7 60.9 300.0 730 0-80 5 3 90 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 V 9.7 60.9 300.0 730 0-80 5 3 76 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 II 9.7 15,1 300,0 730 0-80 5 3 63 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 1 V 9.7 15,1 300,0 7.10 0 -80 5 3 87 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 
1 II 14.0 60.9 300,0 V30 0-90 5 3 116 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 V 14.0 60.9 300.0 7M 0-90 5 3 121 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 II 25.-1 60.9 300.0 730 0-110 5 3 148 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 V 25.4 60.9 300.0 730 0-110 5 3 123 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 II 25.4 15.1 300.0 730 0-110 s 3 80 

Nudeato 

Pool 

Boiling 

Ileal 

Tests 

1 V 25.4 15.1 300.0 730 0-110 5 3 84 

o q" versus AT test data witli Horizontal Tube (H) - 107G points 
o q" versus AT test data with Vertical Tube (V) - 890 points 
o Total Number of q" versus AT test data - 1966 points 

atures of the water and heater surfaces are measured while the 
heater power is set at constant value. However, once the water 
temperature is reached at saturation value (i.e., 100°C since 
all the tests are run at atmospheric pressure condition), the 
temperatures of the water and tube surfaces are measured when 
they are at steady state while controlling the heat flux on the 
tube surface with input power. In this manner a series of experi­
ments has been performed for various combinations of test 
parameters. 

The heat flux from the electrically heated tube surface is 
calculated from the measured values of the power input as 
follows: 

a El 
q" = 7 = — = h{T„ - TM) = hhAT (1) 

A nDL 

where E and / are the supplied voltage (in volt) and current 
(in ampere), and D and L are the outside diameter and the length 
of the heated tube, respectively. The tube surface temperature T„ 
used in Eq. (1), on the other hand, is the arithmetic average 
value of the temperatures measured by five thermocouples 
brazed on the tube surface. 

Correlations of Experimental Data 
As summarized in Table 4, a total of 1966 data (1076 with 

horizontal tubes and 890 with vertical tubes) has been obtained 
for heat flux (q") versus wall superheat (AT) for various com­
binations of the diameter, surface roughness, and tube orienta­
tion. In Figs. 3-7 the experimental results for nucleate pool 
boiling heat transfer are plotted as the heat flux (q") versus 
wall superheat (AT) using the diameter, the surface roughness, 
and the orientation of heated tubes as major test parameters. 

A close review of the literature on the nucleate pool boiling 
heat transfer has revealed the following facts: 

1 It is not realistic to obtain any general theoretical correla­
tion for heat transfer coefficients in nucleate boiling. This is 
because the boiling occurs at nucleation sites, and the number 
of sites is very dependent upon: (a) the physical condition and 
preparation of the surface; and (b) how well the liquid wets 
the surface and how efficiently the liquid displaces air from the 
cavities (Whalley, 1987). 

2 For a given fluid on a surface of given roughness, at 
constant pressure an empirical correlation may be developed in 
the following form (Cooper, 1984): 

K * {qlAY (2) 

3 Two practical approaches to developing nucleate boiling 
heat transfer correlation are possible: The first approach is to 
take account of both the effects of the surface roughness and 
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the diameter of the heat exchanger tube. The second approach 
is to ignore both effects and develop a correlation that gives a 
typical boiling heat transfer coefficient at the particular heat 
flux for the fluid since the surface effects are often very difficult 
to define quantitatively. 

Using the first and second approaches, simple correlations 
are sought in the following form: 

q" = C\EciATciDc* (3) 

h = C5(q")c* (4) 

As a result, two empirical correlations, one for vertical tubes 
and the other for horizontal tubes, have been obtained using the 
present experimental data and the statistical analysis system 
(SAS) computer program (which uses the least-square methods 
as a regression technique) as follows: 

q"H = 0.015e0O84Ar5-5O8/D1'318 (for horizontal tubes) (5a) 

hbH = 0.015e0'OS4A7"l-50!7£>1'318 (for horizontal tubes) (5b) 

q'i, = 0.024e°'672Ar-862/£»1-656 (for vertical tubes) (6a) 

hbv = 0.024ea672A7/3-862/DL656 (for vertical tubes) (6b) 

From visual observations of boiling behavior and also from 
the analysis of the present experimental data, it has been con­
firmed that the effectiveness of two competing heat transfer 
mechanisms (i.e., increased heat transfer due to liquid agitation 
by bubbles generated and reduced heat transfer by the formation 
of large vapor slugs and bubble coalescence) is different in two 
regions of low heat fluxes and high heat fluxes depending on 
the degree of surface roughness and the tube orientation. There­
fore, two empirical heat transfer correlations are derived for 
two different regions of heat flux to fit the present experimental 
data more closely and for convenience in discussion as follows: 

For low heat flux region (q" < 50 kW/m2): 

q"H = 0.006ea490Ar5l l6/DL318 (for horizontal tube) (7a) 

q"v= Q.002eomoAT5m/Dh656 (for vertical tube) (lb) 

For high heat flux region (q" > 50 kW/m2): 

q"H = 0.054e0086Ar4%2/Z)1-318 (for horizontal tube) (8a) 

ql = Omie^AT^VD'-656 (for vertical tube) (86) 

These correlations alone, however, may be of no use for general 
application unless the surface roughness e( in nm) of the tubes 
in question is either given or a priori known. Therefore, using 
the second approach, another simple correlation has been ob­
tained as follows: 

h„ = 0.266(fl")a812 (9) 

In these equations, Eqs. ( 2 ) - ( 9 ) , the dimensions for D, h, 
q", AT, and e are mm, kW/m2-K, kW/m2, K, and nm (i.e., 
nanometer), respectively. 

Predictions made by these correlations are shown by solid 
lines and compared with experimental data from Figs. 3-5 . To 
show the degree of data spread, the mean and standard devia­
tions of the error of the empirical equations represented by Eqs. 
( 5 ) - ( 9 ) are given in Table 5. 

Summary of Parametric Effects and Discussion 
Figures 3(a) and 3(b) are q" versus AT curves for a given 

tube diameter when the tube surface roughness is used as a 
major test parameter. In these figures the following observations 
can be made: 
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1 Increased surface roughness gives better heat transfer at 
a given superheat for both horizontal and vertical tubes, which 
is in general agreement with previous investigators (Vachon et 
al., 1968; Chowdhury and Winterton, 1985; Nishikawa and Fu-
jita, 1982; Cooper, 1984). As noted by earlier workers, the 
main reason for the increase of heat transfer in rough surface 
is because the rough surface usually has more cavities over a 
wide range of radius than the smooth surface has, while the 

nucleate boiling heat transfer coefficient depends on the nucle-
ation site density. 

2 Figure 3(a) shows that the effect of surface roughness 
on the nucleate boiling heat transfer for horizontal tubes is very 
small. For example, q"H increases only 9.6 percent (from 37.5 
to 41.1 kW/m2) when e is increased by 300 percent (from 15.1 
to 60.9 nm) according to Eq. (5a) at the given wall superheat 
(AT = 8 K) and the tube diameter (D = 19.05 mm). For 
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Fig. 6 Measured heat flux (q;xp) versus calculated heat flux (q'cm) for both horizontal and vertical tubes 

vertical tubes, on the other hand, Fig. 3(b) shows that the effect 
of surface roughness on the nucleate boiling heat transfer is 
significantly larger than that for horizontal tubes. According to 
Eq. (6a), q"y increases more than 150 percent (from 27.8 to 
70.9 kW/m2) under the same conditions used for horizontal 
tubes. In summary, Figs. 3(a) and 3(b) show that the vertical 

tubes are more sensitive to changes in roughness than are the 
horizontal tubes. The reason for this is partly because the num­
ber of bubble slug formation and the bubble residence time on 
the tube surface increase more rapidly for vertical tubes with 
rougher surfaces than for horizontal tubes and hence more sensi­
tive to changes in roughness for vertical tubes. Another possible 
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explanation is that in vertical flow, there is stronger induced 
convective flow compared to the horizontal tubes, which could 
act to suppress boiling. Rougher surfaces would provide addi­
tional nucleation sites, which could counter the effects of the 
convective flow and hence show a greater sensitivity. 

To examine the combined effects of tube orientation and 
surface roughness on nucleate pool boiling, q" versus AT data 
obtained from the tests with horizontal and vertical tubes (for 
a given tube diameter D = 19.05 mm) are plotted in Fig. 4 for 

\ i l q ' V-, kW/m' (b) q" =50 kW/rrr2 

(o) q" =/b kW/m2 (d) q" =100 kW/m2 

(e) q" =125 kW/m2 (f) q" -146 kW/m2 

Photo 1 Bubble generation and coalescence on the horizontal heated 
tube surface (D = 19.05 mm, e = 60.9 nm) for various heat fluxes 

474 / Vol. 120, MAY 1998 

(a) q" =25 kW/m2 (b) q" =50 kW/m2 (o) q" =75 kW/m2 

(d) q" =100 kW/m2 (e) q" =125 kW/mz (f) q" =144 kW/mz 

Photo 2 Bubble generation and coalescence on the vertical heated tube 
surface (D = 19.05 mm, e = 60.9 nm) for various heat fluxes 

three different surface roughnesses. It is particularly interesting 
to note that the slope of q" versus AT curve of the vertical tube 
becomes smaller than that of the horizontal tube as the surface 
roughness decreases from e = 60.9 to e = 15.1 nm. That is, 
when the surface roughness is e = 26.2 nm, the slopes of two 
q" versus AT curves shown in Fig. 4(b) shift and cross each 
other at about AT = 8.4 K and q" = 50.0 kW/m2. The reason 
for this may be attributable to the following phenomena: 

1 From visual observations (shown in Photos 1 and 2), the 
relationship between the combined effects of the orientation 
and the surface roughness of the tube and the heat transfer 
mechanisms in nucleate boiling region is first inferred as fol­
lows: There seem to be two competing effects on the nucleate 
boiling heat transfer. One is the effect of liquid agitation by 
bubbles generated on the surface, which increases heat transfer 
rate, and the other is the effect of bubble coalescence and the 
formation of large vapor slugs in the high heat flux region (e.g., 
q" > 50 kW/m2) in particular, which reduces heat transfer from 
the tube surface. 

2 For vertical tubes, particularly in the high-heat-flux region 
(q" > 50 kW/m2), the coalescing bubbles originate from nu­
clei, which are distributed over the entire heating surface as 
noted by earlier workers (van Stralen and Sluyter, 1969). For 
horizontal tubes, on the other hand, bubble coalescence is gener­
ally limited to only part of the upper surface, while the lower 
half is almost entirely free from large bubbles or bubble coales­
cence. Therefore, the horizontal tube increases nucleate boiling 
heat transfer much more than the vertical tube, particularly in 
the high heat flux region and when the surface is smoother (e.g., 
e < 26.2 nm). For vertical tubes with smooth surface (e < 26.2 
nm), the effect of reductions in the effective heat transfer area 
and in the number of active nucleation sites due to the bubble 

Table 5 Mean and standard deviations of the error obtained by Eqs. 
(5a)-(6) 

Equation Number 5a 6a 7a 7b 8a 8b 9 
Mean of Er ror ' -0,81 M 5 0.13 -0.50 -2.26 -5,70 0.3'] 

S tandard Deviation of the Error 16.25 12.67 8.27 6.21 18.08 16.32 0.71 

Error = Calculated value - Measured value 
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Fig. 8 Comparison of present correlation with typical existing correla­
tions for q" versus AT 

coalescence and formation of large bubble slugs becomes more 
predominant than the liquid agitation effect and the net effect 
is the decrease in nucleate boiling heat transfer in comparison 
with horizontal tubes. 

In essence, the effectiveness of the two heat transfer mecha­
nisms, i.e., (1) increased heat transfer due to liquid agitation 
by bubbles generated, and (2) reduced heat transfer by the 
formation of large vapor slugs and bubble coalescence, is differ­
ent in two regions of low heat flux and high heat flux depending 
on the orientation of the tube and the degree of surface 
roughness. 

The effect of heat exchanger tube diameter on the nucleate 
boiling heat transfer for both horizontal and vertical tubes can 
be observed in Fig. 5, where q" versus A r is plotted for four 
different tube diameters from D = 9.7 to D = 25.4 mm. The 
curves obtained by Eqs. (5) and (6) show that the heat transfer 
rate decreases as the tube diameter is increased for both hori­
zontal and vertical tubes. This result is in general agreement 
with previous results obtained by others (van Stralen and 
Sluyter, 1969; Cornwell et al., 1982). 

For a given surface roughness of the tube, the effect of tube 
diameter on the nucleate boiling heat transfer for vertical tubes 
is greater than that for horizontal tubes. For example, as shown 
in Fig. 5, when the tube diameter is decreased from 25.4 to 9.7 
mm (~162 percent), q", increases from 9.0 to 31.8 kW/m2 

(~253 percent) whereas fly-increases from 16.0 to 79.0 kW/ 
m2 (~394 percent). The reason for this is the number of bubble 
and bubble slug formed on the tube surfaces increases more 
rapidly as the tube diameter is increased for vertical tubes com­
pared to the horizontal tubes. 

A comparison between the measured heat flux qlw and the 
calculated heat flux q"or, by Eqs. (5a) and (6a) for both hori­
zontal and vertical tubes is shown in Fig. 6. This figure indicates 
that the scatter of the present experimental data is between +25 
and —25 percent, with some exceptions, from the fitted curve 
of Eqs. (5a) and (6a). In Fig. 7, the ratio of measured to 
predicted heat transfer coefficients is plotted against the heat 
flux. This figure also shows that the scatter of the present data 
for both horizontal and vertical tubes ranges from +25 to —25 
percent. The scatter of the present data is of similar size to that 
found in other existing pool boiling data. As noted by others 

(Cornwell and Houston, 1994), there seems to be some inherent 
randomness in pool boiling due to the uncertainties associated 
with nucleation site density, physical conditions of the tube 
surface, and others. This fact precludes greater accuracy of both 
theoretical and empirical correlations for heat transfer coeffi­
cients in nucleate boiling. 

In Fig. 8, on the other hand, q" versus AT curves obtained 
by typical existing correlations of Rohsenow (1952), Cornwell 
et al. (1982), Cornwell and Houston (1994), and Jakob and 
Hawkins (1957) are compared with the calculated values ob­
tained by the present empirical correlations for water boiling 
on heated surfaces at atmospheric pressure. The wide scatter 
between the curves shown in Fig. 8 is mainly due to the differ­
ence in surface roughness e and orientation of heated tubes. For 
example, in Rohsenow's correlation (1952) Csf = 0.0132 is for 
mechanically polished stainless steel, whereas Csf = 0.0080 is 
for ground and polished stainless steel. Also, in the correlation 
of Cornwell et al. (1982), C,b = 100 and C,h = 200 are for a 
very smooth surface and a very rough surface, respectively. 

Finally, Eq. (6a), which represents a statistical mean value 
of the present experimental data for vertical tubes, is compared 
with the PRHR test data of Corletti et al. (1990, 1991) and 
Rohsenow's correlation (1952) in Fig. 9. From this figure it 
can be observed that the heat flux q" for a given AT obtained 
by Corletti et al. (1990) is about one order of magnitude smaller 
than that of the present or Rohsenow's correlations. The main 
reason for this difference may be attributable to the difference 
in heat exchanger tube geometries. That is, when the tube length 
(L) and the tube pitch of the PRHR heat exchanger test tubes 
of Corletti et al. (1990) are compared with the present work, 
their tube length is about 10 times longer (i.e., L = 5486.4 mm) 
while their tube pitch (35.1 mm) is only 38 percent of the 
present work. When the heated tubes are extremely long and 
their pitches are very small, the vapor bubbles formed on the 
tube surface tend to remain on the same site longer, and cannot 
easily be removed. Also, when the vapors formed at the lower 
region of the tube surface are detached, they tend to coalesce 
into the bubbles at higher region of the tube surface and blanket 
the tube surface. Thus, for longer heated tubes with smaller 
pitches, the effect of bubble coalescence and the formation of 
large vapor slugs could be magnified, which could effectively 
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reduce heat transfer from the tube surface. In addition, the larger 
vapor slugs formed on the tube surface decrease the number of 
active nucleation sites, which will also reduce the heat transfer 
rate. One possible explanation for the reduced boiling heat flux 
offered by Corletti and Hochreiter (1991) is the vertical orienta­
tion of the tubes, which prevents the tube from being in a fully 
developed nucleate boiling regime. As correctly pointed out by 
one of the reviewers of the present work, what has been found 
in the experiments of Corletti and Hochreiter (1991) is that the 
boiling is not true pool boiling but rather convective boiling. 
The length of the vertical tubes were 5.49 m (18 feet) and as 
such there is a strong natural convection flow, which is induced 
by the heat transfer and the effects of the boiling, which further 
enhances flow upward along the tubes. It is believed that the 
flow is so strong that it suppresses boiling such that the tube 
wall must reach a higher superheat to boil. This is shown in 
Fig. 9 of the present work. The present data agree reasonably 
well with the Rohsenow correlation but are a decade off from 
the test data of Corletti et al. (1990). In Fig. 9, one can see 
that if the correlations were shifted to the right to higher wall 
superheats, they would agree with the full-scale passive residual 
heat removal (PRHR) data and that the induced convection is 
suppressing the boiling action on the tubes. 

Conclusions 

An experimental parametric study of a tubular heat exchanger 
has been carried out under nucleate pool boiling conditions for 
an application to the thermal design of a passive residual heat 
removal system of advanced light water reactors. To determine 
the combined effects of major parameters of heat exchanger 
tubes on the nucleate pool boiling heat transfer in a scaled in-
containment refueling water storage tank, a total of 1966 data 
(1076 with horizontal tubes and 890 with vertical tubes) for 
heat flux versus wall superheat has been obtained with various 
combinations of test parameters of tube diameter, surface 
roughness, and tube orientation. The main conclusions of the 
present experimental results are as follows: 

1 Increased surface roughness increases heat transfer coef­
ficient for both horizontal and vertical tubes. However, the effect 
of surface roughness on the nucleate boiling heat transfer for 
vertical tubes is significantly greater than that for horizontal 
tubes. The reason for this is partly because the liquid agitation 
effect of bubbles generated is more pronounced in vertical tubes 
with rough surface. 

2 The effectiveness of the two heat transfer mechanisms, 
i.e., increased heat transfer due to liquid agitation by bubbles 
generated and reduced heat transfer by the formation of large 
vapor slugs and bubble coalescence, is different in two regions 
of low heat flux (q" < 50 kW/m2) and high heat flux (q" > 
50 kW/m2) depending on the orientation of tubes and the degree 
of surface roughness. 

3 The heat transfer rate decreases as the tube diameter is 
increased for both horizontal and vertical tubes. For a given 
surface roughness of the tube, the effect of tube diameter on 
the nucleate pool boiling heat transfer for vertical tubes is 
greater than that for horizontal tubes. 

Two empirical heat transfer correlations for q", one for hori­
zontal tubes and the other for vertical tubes, are obtained in 
terms of surface roughness (e) and tube diameter (D) as given 
by Eqs. (5) and (6). In addition, a simple empirical correlation, 
Eq. (9), for nucleate pool boiling heat transfer coefficient hb is 
obtained as a function of heat flux (q") only. The overall scatter 
of the present data ranges from +25 to -25 percent from the 
fitted curves of experimental correlations. 
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Heat Transfer Correlations for 
Liquid Film in the Evaporator 
of Enclosed, Gravity-Assisted 
Thermosyphons 
Heat transfer correlations were developed for the liquid film region in the evaporator 
section of closed, two-phase, gravity-assisted thermosyphons in the following regimes: 
(a) laminar convection, at low heat fluxes, (b) combined convection, at intermediate 
heat fluxes, and (c) nucleate boiling, at high heat fluxes. These correlations were 
based on a data set consisting of a total of 305 points for ethanol, acetone, R-ll, 
andR-113 working fluids, wall heat fluxes of 0.99-52.62 kW/m2, working fluid filling 
ratios of 0.01-0.62, inner diameters of 6-37 mm, evaporator section lengths of 50-
609.6 mm, and vapor temperatures of 261-352 K. The combined convection data 
were correlated by superimposing the correlations of laminar convection and nucleate 
boiling using a power law approach, to ensure smooth transition among the three 
heat transfer regimes. The three heat transfer correlations developed in this work 
are within ±15 percent of experimental data. 

Introduction 
The design optimization of closed, gravity-assisted, two-

phase thermosyphons (GATPTs) depends on the use of reliable 
heat transfer correlations for the pool and the liquid film regions 
of the evaporator section. GATPTs are being used in many 
industrial applications, owing to their design and fabrication 
simplicity and effectiveness. They are lightweight, passive, and 
self-contained high-conductance thermal energy transport de­
vices. When used in bundles, for example in gas/ gas and gas/ 
liquid heat exchangers, GATPTs offer excellent operation re­
dundancy, where a failure of one or more thermosyphons does 
not impair the operation of the others. Thermosyphons are light 
because they operate with the evaporator section only partially 
filled with working fluid and are made of thin-walled, metallic 
containers. The thermal energy transport in GATPTs occurs by 
evaporation in the lower section {evaporator) and condensation 
in the upper section {condenser), taking advantage of the latent 
heat of vaporization of the working fluid. The condensed work­
ing fluid flows downward under the effect of gravity to the 
evaporator section, in the form of a thin, continuous liquid film 
(Fig. 1). The vapor generated in the evaporator section is the 
sum of that produced in two regions: {a) the continuous liquid 
film, which extends from the upper end of the evaporator section 
to the free surface of the liquid pool, and {b) the liquid pool, 
which resides at the bottom of the evaporator (Fig. 1). 

During nominal operation, the sum of the liquid film length, 
L[t and the liquid pool height, Lp, equals the total length of the 
evaporator section, Le. The ratio of the initial liquid pool volume 
to the total volume of the evaporator section is referred to as 
the working fluid filling ratio, FR. During operation, the liquid 
pool height changes from its initial fill value, Lp:, depending on 
the operating heat flux and prevailing modes of heat transfer in 
the pool and in the film. 

The heat transfer processes in the evaporator section of a 
GATPT are quite complex, owing to the many modes of heat 
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transfer occurring in the pool and in the liquid film regions. 
Therefore, it is difficult to derive, from basic principles, heat 
transfer correlations, which incorporate the various processes 
taking place in each region. Only empirical and semi-empirical 
heat transfer correlations have been reported by various investi­
gators for the liquid pool (Kusuda and Imura, 1973; Imura et 
al., 1979; Shiraishi et al., 1981; Ueda et al., 1988; Gro, 1990; 
Kaminaga et al., 1992; Jialun et al., 1992) and the continuous 
liquid film (Andros and Florschuetz, 1978; Semena and Kiselev, 
1978; Andros, 1980; Shiraishi et al., 1981; Jialun et al., 1992) 
regions. Most of the reported correlations for the pool, however, 
have exhibited large discrepancies, in excess of 70 percent, 
with experimental data; the best correlations were within ±30 
percent of the data. Such large discrepancies were attributed to 
improper sorting of the data among the different heat transfer 
regimes, and inappropriate selection of the dimensionless vari­
ables in the correlations. 

Recently, El-Genk and Saber (1998) compiled a total of 731 
heat transfer data points for uniformly heated liquid pools of 
water, ethanol, methanol, Dowtherm-A, R-l l , and R-113 in 
small cylindrical enclosures of GATPTs (8-37 mm in diame­
ter). They sorted and correlated the data in the various heat 
transfer regimes in the pool, namely: {a) natural convection, 
at low heat fluxes, {b) combined convection, at intermediate 
heat fluxes, and (c) nucleate boiling heat transfer, at high heat 
fluxes. These correlations were within ±15 percent of experi­
mental data (El-Genk and Saber, 1998). The total power 
throughput of a GATPT, however, depends on the heat transfer 
coefficients in both the pool and liquid film regions. Therefore, 
to determine the heat transfer coefficient accurately in the evap­
orator section, reliable heat transfer correlations for the various 
modes of heat transfer in the liquid film and the liquid pool 
regions are needed. Determining the heat transfer coefficient 
for the former is important, because the evaporation rate of the 
working fluid from the falling liquid film is significantly higher 
than from the pool. 

There are several heat transfer regimes that occur in the liquid 
film region in a GATPT, depending on the properties and vapor 
temperature of the working fluid and the wall heat flux in the 
evaporator section. These regimes are: 

{a) Partial wetting occurs at very low wall heat flux and 
low wall temperature, whereby the liquid return from the con-
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Fig. 1 A schematic of a closed gravity-assisted two-phase thermosy-
phon 

denser region is below the minimum wetting limit and thus is 
insufficient to establish a continuous liquid film in the portion 
of the evaporator wall above the liquid pool. The evaporation 
at the film's liquid-vapor interface depletes the liquid flow 
before it reaches the liquid pool, resulting in only partial wetting 
of the evaporator wall. 

o 

? 
- © i 

Dispersed 
Liquid Droplets 

Vapor 
Row 

(a) Laminar 
Convection 

(b) Combined 
Convection 

''"~N 

(c) Nucleate Boiling 
with Dispersed 
Liquid Droplets 

Fig. 2 A line diagram of the different heat transfer regimes of the liquid 
film in a GATPT 

(b) Evaporating falling liquid film, which is typically lami­
nar in GATPTs, occurs at low and intermediate heat fluxes 
where the wall superheat is below that required for incipient 
boiling (Fig. 2(a) ) . In this regime, the portion of the evaporator 
wall above the pool region is covered with a continuous liquid 
film having a progressively decreasing thickness with distance, 
x, from the top of the evaporator section. 

(c) Nucleate boiling occurs at high heat fluxes, where the 
growing vapor bubbles at the wall burst at the liquid-vapor 
interface, dispersing tiny droplets of liquid into the vapor flow 
(Fig. 2(c)) . Both bubble nucleation at the wall and entrainment 
of tiny liquid droplets in the vapor flow cause the effective heat 
transfer coefficient to be significantly higher than that for large 
pool nucleate boiling. Cerza and Sernas (1985, 1989) have 
observed that a bubble growing in a superheated falling liquid 
film continues to grow as it is swept downstream from its nucle­
ation site, due to heat conduction through the liquid macrolayer 
beneath its base. The observed secondary nucleation in the liq­
uid macrolayer and the splashing caused by bursting bubbles 

Nomenclature 

Cp = specific heat, J kg ' K ' 
C, = coefficient = (2(1 - FR)/(l + 

FR))1'3, Eq. (1) 
C2 = coefficient = 1.5(1 - tf2'3)/(l 

- HP)2I\ Eq. (2) 
d = diameter, m 
g = gravitational acceleration, m s~2 

FR = working fluid filling ratio = Lpil 
U 

Hp = dimensionless height = LpILe 

h = heat transfer coefficient, W m~2 K 
hfg = latent heat of vaporization, J kg~' 

k = thermal conductivity, W m"1 K~' 
Kp = dimensionless parameter = (Plm/ 

a), Eq. (7) 
/, = film thickness scale = 

(f4/gp,(p, - pPg)V'\ m 
lm = bubble length scale = (a/(g(p, 

- PS))°\ m 
L = length or height, m 

Ntf = viscosity number = (/;//M)''5 = 
ti,/(agja/g(p, - ps))

0-5 

Nuf = film Nusselt number based on /,, 
(hfhlk,) 

Nux = local film Nusselt number based 
on /,, (hJi/ki) 

Nu * = film Nusselt number based on lm, 
(hNBlJk,) 

P = pressure, Pa 
P„ = standard atmospheric pressure = 

1.013 X 105 Pa 
Pr = Prandtl number = (fiCp/k) 

Q * = power throughput corresponding 
to the countercurrent flooding 
limit, W 

q = heat flux, W m~2 

qe = evaporator wall heat flux, W m~2 

qf = transition heat flux to nucleate 
boiling, W m~2 

Re = film-averaged Reynolds number 
= (AqeLfl p,,hfg) 

Reg = vapor Reynolds number = (qelj 
(pghfgv,)) 

Rex = film local Reynolds number = 
(4qe(Le - x)lnihfg) 

T — temperature, K 

x = distance measured from top of 
evaporator, m 

\x = dynamic viscosity, N • s m~2 

v = kinematic viscosity, m2 s - 1 

p = density, kg m~3 

a = surface tension, N m_1 

r\ = dimensionless film parameter = 
{{qelJiPghfyVdfKl Re,/Pr () 

Subscripts 

e = evaporator section 
g, v = vapor 

/ = liquid film 
CC = combined convection 
Ku = Kutateladze 

/ = liquid 
NB = film nucleate boiling 
LF = laminar liquid film 

p = liquid pool 
pi = initial pool 
x = at a distance x from entrance of 

evaporator section 
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Fig. 3 Formation of liquid rivulets in the evaporator section of a GATPT, 
at high wall heat fluxes 

also contributed to enhancing the nucleate boiling heat transfer 
in the falling liquid film. 

(d) Partial dryout occurs at high heat fluxes when the rate 
of evaporation from the liquid film is very high, and the film 
is very thin. The local thinning of the liquid film, immediately 
above the pool region, results in a nonuniform azimuthal wall 
temperature and, hence, a difference in the local surface tension, 
which eventually breaks up the film into stable rivulets by the 
Marangoni effect. Some of these rivulets could also break up 
locally into isolated droplets (Fig. 3). Andros and Florschuetz 
(1978) and Andros (1980) reported that the width and spacing 
of the rivulets depend on the type of the working fluid and the 
wall heat flux. For Freon-113, they observed rivulets that were 
approximately 16 mm wide and had center-to-center spacing of 
55 to 69 mm. For ethanol, however, which has a significantly 
higher surface tension, the liquid rivulets were slightly wider 
and had larger center-to-center spacing of 69 to 78 mm. The 
observations of Cerza and Sernas (1985, 1989) of the dryout 
in boiling falling liquid films were consistent with those of 
Andros (1980). 

In practical applications, only film heat transfer regimes (b) 
and (c) are of interest to the design and operation of GATPTs. 
Regime (a) is encountered during the startup of thermosyphons 
or the operation at very low heat fluxes, while regime (d) should 
be avoided. In this regime, local film dryout could occur because 
of insufficient liquid flow, either due to a low initial filling ratio 
of the working fluid or because of reaching the countercurrent 
flooding limit (CCFL) at the exit of the evaporator (El-Genk 
and Saber, 1997a). 

Only a few heat transfer correlations have been reported for 
the laminar convection and nucleate boiling regimes in the evap­
orating falling liquid film in GATPTs. Most reported correla­
tions had exhibited large discrepancies with the data, in excess 
of ±30 percent (Shiraishi et al., 1981; Jialun et al., 1992). To 
the best of our knowledge, no correlations have been reported 
for combined convection heat transfer in the liquid film in 
GATPTs. In this regime, which falls between regimes (a) and 
(c) , both laminar convection and nucleate boiling contribute to 
the film heat transfer (Fig. 2(b)). 

This work compiled a total of 305 heat transfer data points 
from the literature for the liquid film region in GATPTs. These 
data were correlated in the applicable regimes, namely: (a) film 
laminar convection, at low heat fluxes, (b) nucleate boiling, at 
high heat fluxes, and (c) combined convection, at intermediate 

heat fluxes. A parametric analysis was performed to determine 
the prevailing heat transfer regime in the film region, as a func­
tion of the vapor temperature for a number of working fluids. 
Also, the values of the power throughput corresponding to the 
flooding limit at the exit of the evaporator (El-Genk and Saber, 
1997a) were determined for the same working fluids as a func­
tion of the vapor temperature. 

Reported Liquid Film Heat Transfer Correlations 
This section reviews the heat transfer correlations reported 

by various investigators for the film region in the evaporator 
section of GATPTs. Shiraishi et al. (1981) have developed 
two correlations based on their own experimental data, one for 
laminar convection and the other for nucleate boiling. They 
based their correlations on measurements of the heat transfer 
coefficient at a single location, x = 0.5 Lf. Their laminar convec­
tion correlation is the same as the inverse Nusselt condensation 
theory (Wallis, 1969), except for incorporating the coefficient, 
C\, as: 

Nu, = ( 4 / 3 ) l / 3 d R e ' " 3 . (1) 

Jialun et al. (1992) developed a laminar convection correlation 
for the average Nusselt number of the liquid film. The correla­
tion is the same as that of Shiraishi et al. (1981), except for 
using the coefficient C2: 

Nu i f-= (4/3)"3C2 R e ' " 3 . (2) 

Equations (1) and (2) were within ±30 percent of the respective 
authors' own experimental data. No attempt was made to com­
pare these correlations with the data of other investigators. The 
major differences between these two correlations are that: (a) 
Eq. (1) is for the local Nusselt number, while Eq. (2) is for 
the film average Nusselt number and (b) the dependencies of 
the coefficients C, and C2 on the liquid pool height (or filling 
ratio) are not the same. The coefficients C\ and C2 start at 1.26 
and 1.5, respectively, and approach zero at a filling ratio of 
unity. It is difficult, however, to predict the coefficient C2 a 
priori, because it requires knowledge of the actual pool height 
in the evaporator section as a function of the wall heat flux. 

Shiraishi et al. (1981) proposed using their correlation for 
the average nucleate boiling heat transfer coefficient in the 
pool region for the liquid film, when the evaporator heat flux 
qe > q*: 

/ 0.65 1,0.3," 0.7 0.2 \ 

hm = 0.32 Pl ; ' t f o f (P/P<.r3Q°A • Ofl) 

When compared with their own liquid pool data for ethanol, 
Eq. (3a) was consistently higher by more than 30 percent and 
lower than their pool data for R-113 by about 12 percent. Their 
water pool data, however, were more than 30 percent below 
Eq. (3a) at low heat transfer coefficients ( <2000 W/m2 K), but 
within ±10 percent of the data at high heat transfer coefficients 
(>4500 W / m 2 K ) . 

Shiraishi et al. recommended using Eq. (1) to determine the 
heat transfer coefficient in the liquid film when qe < qf. The 
heat flux corresponding to the transition from laminar convec­
tion to nucleate boiling was determined from equating Eqs. (1) 
and (3a) as: 

It = 2 . 8 7 C i - ^ ^ ^ t _ ^ A _ j ( p / p f l ) o . 3 l . {3b) 

For the film-averaged nucleate boiling heat transfer coeffi­
cient, Jialun et al. (1992) proposed the following correlation, 
based solely on their own experimental data: 
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Table 1 Compiled heat transfer database for uniformly heated liquid film in GATPTs 

Regime Reference 
#Data 
points 

Working 
fluid Le (mm) d, (mm) Tv (K) Filling ratio q„ (kW/m2) 

Laminar Convection 

Combined Convection 

Nucleate Boiling 

Shiraishi et al. (1981) 
Andros (1980) 
Shiraishi et al. (1981) 
Shiraishi et al. (1981) 
Andros (1980) 
Shiraishi et al. (1981) 
Semena & Kiselev (1978) 
Andros (1980) 
Shiraishi et al. (1981) 
Semena & Kiselev (1978) 
Shiraishi et al. (1981) 
Semena & Kiselev (1978) 
Semena & Kiselev (1978) 

2 R-113 280 37 305 0.5 1.85-2.58 
45 R-113 609.6, 304.8 27 301-307 0.0312-0.6208 0.99-3.04 

9 Ethanol 280 37 305, 318 0.5 1.71-4.81 
3 R-113 280 37 305 0.5 2.58-7.01 

61 R-113 609.6, 304.8 27 307-315 0.0312-0.6208 3.04-7.74 
8 Ethanol 280 37 305-318 0.5 4.81-17.20 
7 R-113 50, 100, 350 6, 12, 18 281-317 0.15, 0.3 2-50 

11 R-113 609.6, 304.8 27 315-352 0.0312-0.6208 7.74-33.36 
4 R-113 280 37 305 0.5 7.01-31.42 

28 R-11 50, 100, 200 6, 12, 24 261-299 0.05, 0.2, 0.4 2-50 
7 Ethanol 280 37 305, 318 0.5 17.2-52.62 
9 Ethanol 50, 200 12, 18 301-332 0.1, 0.2 2-50 

11 Acetone 100, 350 7, 12 262-281 0.01, 0.2 2-50 

hm = 0.0062CJ12 Re04 PrP5;fe,(v?/gY (4) 

When compared with the data of both Shiraishi et al. (1981) 
and Jialun et al. (1992), Eq. (4) predicted the data to within 
±30 percent. Jialun et al. (1992) determined the value of the 
evaporator heat flux at the transition from laminar convection 
to nucleate boiling from equating Eqs. (2) and (4) as: 

2 9 1 . 9 d ( M / , / £ / ) P r (5) 

It is worth noting that Eqs. (2), (4), and (5) cannot directly 
be applied, since they require a prior knowledge of the liquid 
pool height as a function of the wall heat flux, limiting their 
usefulness. 

Xiang-Qun et al. (1992) performed experiments with a closed 
two-phase flow thermosyphon using water as the working fluid. 
However, since their data were for the overall average heat 
transfer coefficient in the evaporator section, including the film 
and the pool regions, they could not be compared with the 
correlations of other investigators nor used in the present work. 

Semena and Kiselev (1978) performed a series of GATPT 
experiments. They investigated the effects of the working fluid 
filling ratio (0.01 to 0.4) and of the inner diameter (6-24 mm), 
length (50-350 mm), and orientation of the evaporator section, 
using Freon-11, 113, and 142, ethanol, and acetone as working 
fluids. They measured and correlated the data in the laminar 
convection and nucleate boiling regimes. Their laminar convec­
tion data were consistent with the inverse Nusselt theory for 
condensation. Their nucleate boiling correlation was similar to 
that of Kutateladze's (1959) for boiling in a large liquid pool, 
in that the Nusselt number increased with increasing wall heat 
flux raised to the power 0.7. No effort, however, was made to 
identify or correlate the combined convection data, in order to 
provide a smooth transition between the laminar convection and 
nucleate boiling regimes. 

Present Heat Transfer Correlations 

A total of 305 data points by a number of investigators were 
compiled and sorted in the different heat transfer regimes of 
the liquid film region in the evaporator section of GATPTs, 
based on the exponent of the wall heat flux (Table 1). The data 
that exhibited a dependence of the film Nusselt number on the 
wall heat flux raised to the (— 1 /3) power were classified in the 
laminar convection regime. The data for which the film Nusselt 
number increased with increasing wall heat flux raised to the 
power 0.67-0.7 were classified in the nucleate boiling regime. 
The data, for which the film Nusselt number increased with 
increasing wall heat flux raised to a power less than 0.67, were 
classified in the combined convection regime. 

The data for the film laminar convection and nucleate boiling 
regimes were correlated separately using the appropriate dimen-
sionless groups for each regime. In the intermediate regime of 

combined convection, the data were correlated by superimpos­
ing the present laminar convection and nucleate boiling correla­
tions, using a power law approach. The developed correlations 
are presented and compared with experimental data next. 

Laminar Convection Correlation 

The liquid film laminar convection data (56 data points) for 
R-113 and ethanol (Table 1) were correlated and found to be 
consistent with the inverse of the Nusselt theory for filmwise 
condensation (Wallis, 1969). As shown in Table 1, Reynolds 
number for the laminar convection data was less than 200. For 
these data, the film local Nusselt number is proportional to the 
film local Reynolds number raised to the negative one third 
power as: 

Nu, = (4/3)u\Rexy (6) 

As shown in Fig. 4, this correlation is within ±15 percent of the 
experimental data for the different working fluids, evaporator 
lengths, and filling ratios of the working fluid (Table 1). The 
film heat transfer coefficient is quite high; even at Re < 200 
(Fig. 4) . For example, at a film Reynolds number Re* = 3.2 
for ethanol at a vapor temperature of 305 K, the film local heat 
transfer coefficient at a distance x = 70 mm from the exit of 
the evaporator section is as much as 2286 W/m2 K. 

0.5 

0.2 

0.1 

Nusselt Theory 
• R-113, L » 0.3048 m, Andros (1980) ' 
A Ethanol,*L =0.28 m, Shiraishi etal. (1981) 
• R-113, L =0.28m,Shlralshletal.(1981) 
• R-113, L° - 0.6096 m, Andros (1980) 

10 100 
Re 

Fig. 4 Comparison of the correlation and data for liquid film laminar 
convection 
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Nucleate Boiling Correlation 
The compiled nucleate boiling data for R-11, R-113, acetone, 

and ethanol (177 data points) are shown in Fig. 5 and listed in 
Table 1. The data were correlated as: 

N U M J = 1.155 X K T X f Prf35KpOJ(qelJ(pl,hfsvl))
0-7 . (7) 

As delineated in Fig. 5, this correlation is also within ±15 
percent of most experimental data for Nf values from 1.9 X 
10~3 to 5.6 X 10~3. When the Nusselt number in Eq. (7) was 
divided by that of Kutateladze (1959) for nucleate boiling in 
large liquid pools: 

Nu„u = 6.95 X 10"4 PrfKFlqJJlpihfi),))0-7 , (8) 

the following relationship was obtained: 

Nu#s/Nu£, = 1.662W, Kf (9) 

Equation (9) and the experimental data indicate that for the 
range of values of the viscosity number in the present nucleate 
boiling data (Fig. 6) , the Nusselt number ratio is significantly 
higher than unity, decreasing from 13.9 to 9.5 as A^/increases 
from 1.9 X 10~3 to 5.6 X 1CT3, respectively. These large Nus-
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o R-113, FR = 0.16 - 0.3, Semena & Klselev (1978) 
• Ethanol, FR * 0.1 - 0.2, Semena & Klselev (1978) 

Viscosity Number, N f x 10 

Fig. 6 Dependence of the film nucleate boiling Nusselt number on vis­
cosity number of working fluids 

selt number values for the film nucleate boiling in GATPTs, 
compared with those for nucleate boiling in large pools (Kuta­
teladze, 1959), are partially due to the dispersion of tiny liquid 
droplets in the vapor flow by bursting bubbles in the film Fig. 
2(c) . As the growing vapor bubbles in the liquid film reach 
the liquid-vapor interface, caps of thin liquid film surround 
them. With further growth of the bubbles, this liquid film be­
comes thinner due to the drainage of liquid due to shear. Eventu­
ally, the bubbles burst, dispersing tiny liquid droplets into the 
vapor flow stream (Cerza and Sernas, 1985, 1989). This en-
trainment mechanism, the conduction through the liquid mac-
rolayer beneath the bubbles, the secondary nucleation in the 
macrolayer, and the mixing induced in the liquid film by sliding 
bubbles is responsible for the high nucleate boiling heat transfer 
(Eq. (9)) , compared to that in a large pool (Kutateladze, 1959). 
El-Genk and Saber (1998) recently have shown that nucleate 
boiling in small, enclosed liquid pools (8 to 37 mm in diame­
ter), such as those in the evaporator section of GATPTs, could 
be as much as 100-400 percent higher than in large pools. 

In Eqs. (7) and (9), N^ is basically the ratio of the liquid 
shear stress to its surface tension, thus, the bursting of vapor 
bubbles, dispersing liquid droplets in the vapor flow, becomes 
more effective in enhancing the heat transfer coefficient as Nl4 

increases (Fig. 5) . As delineated in Fig. 7, decreasing the vapor 
temperature in GATPTs increases N^, and, hence the nucleate 
boiling heat transfers coefficient for the film (Eq. (7)) . Except 
for acetone, Fig. 7 shows that, for the same vapor temperature, 
the viscosity number increases as the vapor pressure of the 
working fluid decreases. For example, at a vapor temperature 
of 285 K, the vapor pressures of R-l l , R-113, and ethanol 
are 69.20 kPa, 24.04 kPa, and 2.93 kPa, respectively, and the 
corresponding values of the viscosity number are 2.59 X 10~3, 
4.20 X 10"3, and 7.54 X 10"3, respectively. Acetone, with a 
vapor pressure of 18.62 kPa at a vapor temperature of 285 K, 
had the lowest viscosity number of 1.814 X 10 ~3. 

Combined Convection Correlation 
In the combined convection regime, both laminar convection 

and nucleate boiling (Fig. 2(b)) contribute to the heat transfer 
in the liquid film. In this regime, which occurs at intermediate 
heat fluxes, the dispersion of liquid droplets into the vapor 
flow is a minor contributor, compared to the contribution of 
nucleation and of the mixing induced by sliding bubbles at the 
wall. The growing bubbles at the wall function basically as 
microthermosyphons, transporting thermal energy from the wall 
by evaporation at the base and condensation at the top of the 
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Fig. 8 Comparison of combined convection correlation with the data of 
Shiraishi et al. (1981) 

bubbles, near the liquid film-vapor interface (Fig. 2(b)). 
Therefore, the combined convection data were correlated by 
superimposing the correlations of laminar convection (Eq. (6)) 
and nucleate boiling (Eq. (7)) , using a power law approach. 
This approach has been applied successfully to single-phase 
convection in tubes, annuli, and rod-bundles (Churchill, 1977; 
Ruckenstein, 1978; El-Genk et a l , 1990, 1993) as well as to 
the heat transfer in the liquid pool region of GATPTs (El-Genk 
and Saber, 1998). 

The combined convection Nusselt number data (72 points) 
for the different working fluids were correlated as: 

Nuc [Nu^ (10) 

The exponents on the right-hand side of Eq. (10) were deter­
mined from the least-square fit of the heat transfer data in the 
combined convection regime (Table 1). As shown in Fig. 8, 
Eq. (10) provides a smooth and continuous transition among 
the three heat transfer regimes in the liquid film. Equation (10) 
is also in good agreement with most experimental data, to within 
±15 percent. 
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Fig. 10 Effect of vapor temperature on the operation domain of GATPTs 
for different working fluids 

Figures 8 and 9 show that the various heat transfer regimes 
in the liquid film can be classified with the use of the following 
dimensionless film parameter: 

r, = (qJJip^v,))2^ Re,/Pr,. (11) 

This parameter depends on the properties of working fluid and 
the wall heat flux. In the laminar convection regime r\ s 109, 
in nucleate boiling regime rj s= 2.7 X 10'°, and in the intermedi­
ate regime of combined convection 109 < T] < 2.7 X 1010. 
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Fig. 9 Comparison of combined convection correlation with the data of 
different working fluids 

Effect of Vapor Temperature on Film Heat Transfer 
and Flooding Limit 

This section presents the results of an analysis that investi­
gated the effects of vapor temperature and inner diameter on 
the power throughput at the flooding limit, Q*, and the heat 
transfer regime in the liquid film region of the evaporator section 
of a GATPT. The working fluids considered in this analysis are 
water, methanol, and R-113. The total evaporator length is 1000 
mm. The power throughput corresponding to the countercurrent 
flooding limit (CCFL) at the exit of the evaporator section was 
determined using the model of El-Genk and Saber (1997a). 
This model calculates the shear stress at the liquid-vapor (L-
V) interface as the sum of the adiabatic and dynamic shear 
stresses. The dynamic shear stress accounts for the effect of 
evaporation/condensation at the L-Vinterface, which has been 
shown to affect the predictions of the CCFL strongly, particu­
larly at high film Reynolds numbers (El-Genk and Saber, 
1997a). The model predictions of the film Reynolds number at 
the CCFL for water and methanol were consistently in good 
agreement with the data to within ±10 percent. 

In Figs. 10(a) and 10(fo), the solid and broken curves repre­
sent the conditions corresponding to the CCFL in a GATPT 
having inner diameters of 28 mm and 15 mm, respectively. The 

482 / Vol. 120, MAY 1998 Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



operation domains in these figures fall to the left of the curves. 
In Fig. 10(a), the different heat transfer regimes in the liquid 
film are classified based on the values of the film's dimen-
sionless parameter (Fig. 9) . Figures 10(a) and 10(b) indicate 
that the operation domain increases with increasing inner diame­
ter of the GATPT, while the prevailing heat transfer regime in 
the liquid film depends on the values of the vapor temperature, 
the vapor pressure, and the inner diameter of the thermosyphon. 
For an example, at a vapor temperature of 300 K, the operation 
domain for a GATPT having an inner diameter of 15 mm and 
using R-113 as working fluid, extends to 77 = 1.26 X 1012, at 
which Q* = 507 W. In this thermosyphon, the heat transfer 
regime in the liquid film could be either laminar convection, 
combined convection, or nucleate boiling, depending on the 
values of 77 and power throughput below 1.26 X 10'2 and 507 
W, respectively. 

At the same vapor temperature of 300 K and inner diameter 
of 28 mm, the operation domain for methanol, which has lower 
vapor pressure than R-113, extends to 77 = 2.49 X 1013, at 
which Q* is as high as 2810 W. For this working fluid, laminar 
convection, combined convection, and nucleate boiling heat 
transfer regimes could also occur in the liquid film region of 
the evaporator section, depending on the value of the power 
throughput below 2810 W, and the corresponding value of 77 
< 2.49 X 1013. 

Summary and Conclusions 

Heat transfer correlations for the liquid film region in the 
evaporator section of GATPTs were developed for the following 
regimes: (a) laminar convection, at low wall heat fluxes, (b) 
combined convection, at intermediate wall heat fluxes, and (c) 
nucleate boiling, at high wall heat fluxes. These correlations 
were based on an experimental database consisting of a total 
of 305 heat transfer data points for ethanol, acetone, R-l l , and 
R-113 working fluids (Table 1). These data were compiled and 
sorted into the different heat transfer regimes, based on the 
exponent of the wall heat flux that best correlated the film 
Nusselt number data. 

The data in the liquid film laminar convection and nucleate 
boiling regimes were correlated separately, using the appro­
priate dimensionless groups in each regime. The laminar con­
vection data and correlation (Eq. (6)) were consistent with the 
inverse Nusselt theory for filmwise condensation, where the 
film Nusselt number decreased with increasing wall heat flux 
raised to the (-1/3) power. In the nucleate boiling regime, the 
combined contributions of bubble nucleation at the wall and 
dispersion of tiny liquid droplets into the vapor flow by bursting 
bubbles at the L-V interface, caused the Nusselt number in this 
regime to be significantly higher than that for conventional 
nucleate boiling. The film nucleate boiling Nusselt number, 
which increased with increasing wall heat flux raised to the 
power of 0.7, was as much as 13.9 times that for pool boiling 
at a film viscosity number, N^ = 1.9 X 10 ~3, decreasing to 9.5 
at Ntf = 5.6 X 10"3. The viscosity number of the liquid film 
increased with decreasing vapor temperature of the working 
fluid. 

The experimental data for the intermediate regime of com­
bined convection, where both laminar convection and nucleate 
boiling contribute to the heat transfer in the liquid film, were 
correlated by superimposing the correlations for laminar con­
vection (Eq. (6)) and nucleate boiling (Eq. (7)) , using a power 
law approach. The combined convection correlation (Eq. (10)) 
provided smooth transition from laminar convection, at low 
wall heat fluxes, to nucleate boiling, at high wall heat fluxes. 
The three correlations developed in this work were in good 
agreement with most data, to within ±15 percent. 

The different heat transfer regimes in the iiquid film were 
classified with the aid of a film dimensionless parameter (Eq. 
(11)) as follows: 77 < 109 for laminar convection, 109 < 77 < 

2.7 X 1010 for combined convection, and 77 > 2.7 X ]0'° for 
nucleate boiling. These values of the film dimensionless param­
eter were used in conjunction with a model for predicting the 
CCFL to determine the useful operation domain and the possible 
heat transfer regimes that could occur in the liquid film, before 
reaching CCFL, as functions of the inner diameter and the type 
of working fluid. Results indicated that the operation domain 
for GATPTs increased with increasing inner diameter of 
GATPTs and increasing vapor temperature of the working fluid. 
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A P P E N D I X 
Example: Local film heat transfer coefficient for etha-
nol at 305 K 

From Fig. (4) at Re* = 3.2, No, = 0.7469, hx = ? 

Properties of ethanol at 305 K: 

kt = 0.1678 W/m-K 

p, = 779.12 kg/m3 

pg = 0.414 kg/m3 

li, = 0.99*10-3N-S/m2 

Since: 

where // is the characteristic thickness of the evaporating falling 
liquid film: 

8Piipi ~ Pg 

Then, at the operating temperature (305 K): 

/, = 5.48116 X 10~5m 

fc,Nu, 0.1678*0.7469 
hx = 

I, 

:. hx = 2286.55 

5.48116* 10"5 ' 

W 

m2K 
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Impact of Channel Geometry on 
Two-Phase Flow Heat Transfer 
Characteristics of Refrigerants 
in MicroChannel Heat 
Exchangers 
MicroChannel surfaces, often machined to 20 to 1000 pm in width and depth, are 
employed in high-heat-flux applications. However, a large number of variables con­
trol the two-phase flow heat transfer coefficient. The pressure, the surface heat flux, 
and the mass flux significantly affect the thermal transport. Experiments were con­
ducted on a setup that was built for testing microchannel heat exchangers. The 
parameters considered in the study are power input: 20 to 300 W, volume flow rate: 
35 to 300 ml/min, quality: 0 to 0.5, inlet subcooling: 5 to 15°C. The results indicate 
that the heat transfer coefficient and pressure drop are functions of the flow quality, 
the mass flux, and, of course, the heat flux and the related surface superheat. The 
heat transfer coefficient decreases from a value of 12,000 W/m2-K to 9000 W/m2-K 
at 80°C, when the wall superheat is increased from 10 to 80°C. The coefficient 
decreases by 30 percent when the exit vapor quality is increased from 0.01 to 0.65. 

Introduction 
High-energy lasers and micro-electromechanical devices use 

heat fluxes on the order of 20 W/cm2 with temperature differ­
ences of 50 to 80°C. The heat-dissipation requirement in minia­
turized electromechanical and electronic applications is ex­
pected to rise to 400 W/cm2 by the turn of the century. Micro-
scale heat transfer shows much promise toward achieving the 
twin goals of high heat flux and low wall-fluid temperature 
difference. A microchannel heat exchanger consists of channels 
with width and depth measuring several hundred microns (Fig. 
1). Using microfabrication techniques such as chemical etching, 
diamond cutting, and other micromachining processes, one can 
form channels with width as small as 30 p,m and depth of 60 
fim (Tuckerman and Pease, 1981; Cuta et al , 1995). Over the 
last decade, several investigations have focused on microscale 
heat transfer characteristics. These include theoretical models 
on laminar flows in heat sinks (Keyes, 1987), performance 
studies on air-cooled, silicon heat sinks (Mahalingam and An­
drews, 1987), and other related numerical models (Phillips, 
1987; Nayak et al., 1987; Hwang et al , 1987). Studying single-
and two-phase flows in microchannels, Choi et al. (1991), 
Pfahler et al. (1990), and Wu and Little (1984) observe that 
the single-phase flow and boiling characteristics that have been 
established for larger channels (diameter greater than 5 mm) 
may not be applicable to microchannel flows. They note that 
this is due to the presence of a thinner boundary layer, and, 
perhaps, a vastly different bubble-generating mechanism within 
a microchannel. Liquid velocity and subcooling, and channel 
geometry are found to have significant effects on single-phase 
and boiling heat transfer coefficients for flow of methanol in 
microchannels (Peng et al , 1994). They observe qualitatively 
that the heat transfer coefficient becomes independent of wall 
temperature beyond the transition region. However, they argue 
that because the transition is also a direct result of the liquid 
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temperature rise through the microchannels, liquid velocity and 
subcooling are equally important in determining this transition. 
What is more important is their suggestion that nucleate boiling 
intensified in microchannel leading to smaller wall surface su­
perheat than in "normal" channels. More recently, Bowers and 
Mudawar (1994) demonstrated heat transfer rates in excess of 
200 W/cm2 in minichannels (widths measuring 1 to 2 mm) 
with a much reduced pressure rise, specifically for very low 
flow rates. 

The theoretical studies are focused on the single-phase regime 
in parallel channels for obvious reasons. These studies make 
several assumptions. These include several assumptions on 
steady state, flow incompressibility, and negligible radiation. 
Other assumptions that may be relevant to microchannels are 
identical fin-base temperature, uniform properties, and isotropic 
thermal conductivity. 

The objectives of this work were: (1) to study the impact of 
mass flux, heat flux, and wall superheat on two-phase flow 
heat transfer coefficient for channels of different geometry for 
Refrigerant-124, (2) to investigate the relationship between the 
quality and the thermal performance, and (3) to study the impact 
of subcooled boiling in microchannel passages for parallel and 
diamond channels. 

Experiment 

Test Section. Preliminary work by Wegeng and Drost 
(1994) indicated that there could be significantly higher heat 
transfer coefficients in microchannel heat exchanger than that 
in conventional large-scale heat exchangers. It was also ex­
pected that two-phase heat transfer in microchannels may lead 
to significantly more efficient heat transfer, and that flow condi­
tions and channel geometry might be important factors in mi­
croscale heat transfer. To investigate these possibilities, a test 
article was developed using a copper substrate in which the 
microchannels were cut by conventional machining and were 
1000 p,m deep by 270 //m wide. The metal test article consisted 
of a copper substrate and a stainless steel cover, as shown in 
Fig. 1. The stainless steel cover fitted over the microchannels 
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Fig. 2 Experimental test setup 

Fig. 1 Schematic of test section 

to seal the channels at the top and to form the inlet and outlet 
headers. The two metal pieces were bolted together and sealed 
with an O-ring. The analytical expression of Tuckerman and 
Pease (1981) yielded an optimum channel size of about 2200 
jitm, while Bowers and Mudawar (1994) reported that channel 
width of less than 500 /jm offers better heat transfer perfor­
mance for refrigerant flows. In the present study, the channel 
size of 270 jim width and the depth of 1000 fj,m resulted in a 
hydraulic diameter of 425 //m. 

A total of 54 microchannels, 2.052 cm long, were cut in the 
copper substrate. Including the inlet and outlet headers, the 
microchannel region of the test article was 2.25 cm by 2.42 cm 
overall. The test-section heater consisted of a thin titanium film 
sputter-deposited to a thickness of only a few thousand ang­
stroms on the back side of the test article, covering the area of 
the microchannels. Cutting the test piece parallel to the tool 
axis formed the parallel channel, while the diamond-pattern 
channels were obtained by machining at an angle of 45 deg on 
either side of the central axis. 

Experimental Loop. There were three sections to the ex­
perimental loop: the primary circulation section, the test-loop 
section, and the secondary heat-removal section (Fig. 2). The 
primary circulation section consisted of a surge tank, a metering 
valve, and a primary-loop circulation pump. This pressurized 
the system to specific operating pressures, and provided the 
driving pressure drop for the test loop. The test loop consisted 
of a 10 /jxa filter, a positive displacement flowmeter, a preheater, 
the test article, the shell side of shell-and-tube heat exchanger, 
and two metering valves to control the flow rate in the test-loop 
section. 

The secondary section (heat removal) consisted of the tube 
side of the shell-and-tube heat exchanger, a circulation pump, 
a turbine flowmeter, and a cold water or ice bath for a heat 
sink. The instrumentation was designed to measure flow rate in 
the test loop and in the secondary loop, and fluid state (i.e., 
pressure and temperature) around the primary, test, and second­
ary loops. Thermocouples and pressure sensors were installed 
in the surge tank, at the inlet and outlet to the preheater, the test 
article, the shell-and-tube heat exchanger, and at other strategic 
locations in the test loop. More details on the test section fabri­
cation and the experimental loop can be found in related refer­
ences (Ravigururajan et al., 1996; Cuta et al., 1995). 

Procedure. The working fluid, Refrigerant-124, filled the 
experimental rig as the loop was evacuated. The setup was run 
for about 10 minutes to stabilize the flow. The flow through the 
test section was controlled by simultaneous adjustment of valves 
in both the main and the bypass lines. Heat input to the preheater 
controlled the fluid temperature at the test-section inlet. This 
also controlled the degree of inlet subcooling. A cooling coil 
wrapped around the reservoir controlled the tank temperature 
(and the pressure). 

N o m e n c l a t u r e 

A = projected area, m2 

d = depth of channel, fim 
I = current, amp 
i = enthalpy, kJ/kg 
h = heat transfer coefficient, W/m2-K 
L = length of channel, m 
m — mass flow rate, kg/s 
P = power, W 
p = pressure, kPa 

A/7 = pressure difference, kPa 
Pr = Prandtl number 
q = heat transfer rate, W 

q" = heat flux, W/cm2 

T = temperature, K 
AT = temperature difference, K 

V = voltage, V 
V = volume flow rate, ml/min 
p = density, kg/m3 

\x = dynamic viscosity, Pa • s 

Subscripts 
/ = liquid 
g = vapor 
i = inlet 

o = outlet 
l</> = single-phase 
2</> = two-phase 
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The valves were opened fully to achieve the maximum flow 
rate. The power input to the test section was adjusted from a 
minimum value of 20 W to 400 W. However, the power level 
was maintained to provide a wall superheat of 5 to 50°C de­
pending on the flow rates. The experiments were repeated for 
different flow rates, which were obtained in steps of 25 ml/ 
min. Data were collected for flow rates of 300 to 35 ml/min. 
Each run needed about 10 minutes (at high flow rates) to 20 
minutes (at flow rates less than 100 ml/min) to reach steady 
state. Steady-state conditions were assumed to exist when tem­
perature variations were within ±0.1°C over a 5 minute period. 

Data Reduction. The energy balance between the power 
input and the energy absorbed by the test section was verified 
by performing single-phase tests. In single-phase flows, the inlet 
and outlet enthalpies were determined by measuring the fluid 
temperatures and pressures at both the inlet and the outlet. This 
energy was balanced by the energy input, that is, the power 
supply. The power input is calculated by the voltage across the 
gold bus and the current passing through it. An energy balance 
of less than ±5 percent was achieved. The energy absorbed by 
the working fluid is calculated by a simple energy balance as 

q = m(/out - *'i„). (1) 

where 

/o»t = enthalpy at the outlet temperature 
/in = enthalpy at the inlet temperature. 

The mass flow rate, m, is computed using the measured volume 
flow rate, V, and the density, p, which is calculated at the 
mean of the tank temperature and the inlet to the preheater 
temperature. 

In two-phase (boiling) experiments, the outlet enthalpy, /„, 
was calculated using the power input from the following expres­
sion: 

/„ = /, + Plm, (2) 

where /, was the enthalpy at the test section inlet temperature. 
The outlet enthalpy was compared with the saturated enthalpy 

at the outlet temperature to compute the vapor thermodynamic 
quality, x, from Eq. (3) 

(*o ~ if,o)Kig,„ ~ </,»), (3) 

where iffi was the saturated liquid enthalpy at the test section 
outlet temperature and iSJ, was the saturated vapor enthalpy at 
the same temperature. One should note that because the refriger­
ant entered the test section in a subcooled state, single-phase 
flow occurred within the initial section of the micro-channel 
heat exchanger. In this section, the heat transfer rate was equal 
to 

and 

qit = m(«>,„ - /,) = hi^AH{Tm, - Tm) 

Altl> = m(iAo - ii)A/P 

(4) 

The two-phase heat transfer and the heat transfer coefficient 
were similarly calculated from the following expression: 

ft>* = m(/„ - *>,„) = h24A2<i,(Tmr - T„) (5) 

and 

*20 Ah 

Experimental Uncertainties. The microchannel heat ex­
changer (mHX) loop was built to facilitate experimentation 
over a wide range of parameters. The equipment, therefore, was 
selected to provide reliable and accurate data. The experimental 
uncertainties for the reduced data were based on the tolerances 
of individual components in the loop. The expected error due 

X 
X 

x # 
x # n o x # n o 

• ISO ml/min 

x # n o 

• 120 ml/min 
A 75 ml/min 
x 2S0 ml/min 

Inlet Subcooling, T„,-T, (C) 

Fig. 3 Effect of inlet subcooling on heat transfer coefficient for parallel 
channel flows 

to the thermal resistance caused by the microchannel inner wall 
is 0.013°C/W, which was well within the experimental uncer­
tainty. 

The errors associated with the various equipment were: flow 
meter = 0.75 percent, pressure transducers = 0.4 percent of 
the scale, thermocouples (tank, HX inlet/outlet, secondary HX 
inlet/outlet, water inlet/outlet) = 0.2°C, resistance thermome­
ters (surface temperature) = 0.1 percent, and the thermophysi-
cal properties = 2.5 percent. Based on the these tolerances and 
the method of Kline and McClintock (1953), the experimental 
uncertainties (on odds of 20 to 1) were estimated to be 3.8 
percent for mass flow rate, 4.65 percent for Ap, 4.3 percent for 
heat absorbed by the refrigerant, and 9.2 percent for the heat 
transfer coefficient. 

The heat loss from the test section to the surrounding atmo­
sphere at 20°C was largely due to natural convection. The loss 
was found to be about 6.2 W when the power input was 200 
W with a surface temperature of 40°C. Taking into account the 
radiation losses, the heat loss increased to 6.8 W, thus confirm­
ing the negligible loss due to radiation. Because of insulation, 
even at a higher surface temperature of 100°C, this loss was 
restricted to 7.1 W at a power input of 350 W. Therefore, the 
energy losses due to conduction and natural convection were 
minimal. 

It is well known that temperature measurements can be made 
reliably and accurately. Because of this fact, the properties and 
energy balance calculations were based on temperature mea­
surements. Use of pressure measurements was limited to pres­
sure drop estimation. Also, the presence of noncondensable 
gases was minimized by maintaining the system pressure at 
0.3 MPa or more. Studies have shown that limited release of 
noncondensable gases does not affect the two-phase flow char­
acteristics (Tong et al., 1988). Consequently, the influence of 
any noncondensable gas on the results were neglected. 

Results and Discussion 

Subcooled Boiling. Subcooled boiling tests were per­
formed on the diamond-channel mHX. The experiments were 
performed for an inlet subcooling, (TSM - T,•), of 5 to 15°C by 
controlling the power input to the preheater. The flow rate was 
varied from 75 to 250 ml/min and the heat flux was varied 
such that the exit fluid temperature was within the saturation 
temperature corresponding to the test-section exit pressure. 

Figures 3-6 show the results of the subcooled boiling experi­
ments. Inlet subcooling and the wall superheat, among other 
variables, are important characteristics that control subcooled 
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Fig. 4 Effect of wall superheat on heat transfer coefficient for parallel-
channel flows 
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Fig. 5 Effect of inlet subcooling on heat flux for diamond-pattern chan­
nel flows 
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Fig. 6 Effect of wall superheat on heat transfer coefficient for diamond-
pattern channel flows 

boiling. Their effects on the heat transfer coefficient and the 
heat flux are illustrated in these figures. The dependency of heat 
transfer coefficient on the inlet subcooling is plotted for differ­
ent flow rates in Fig. 3. The trend seen here is similar to that 
experienced in traditionally larger channels. The flow rate im-
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Fig. 7 Effect of wall superheat on heat transfer coefficient at different 
flow rates 

proves the heat transfer coefficient for inlet subcooling greater 
than 8°C. The difference is more pronounced as the subcooling 
is increased. The critical point occurs at higher values and shifts 
toward higher inlet subcooling as the flow rate is increased. 
Increasing wall superheat, on the other hand, decreases the heat 
transfer coefficient (Fig. 4) . At a constant subcooling, higher 
heat transfer coefficient values are achieved for higher flow 
rates. The "h" value increases by more than 20 percent when 
the flow rate is increased from 150 ml/min to 250 ml/min at a 
subcooling level of 4°C. The enhancement is even higher at 
lower flow rates, as can be seen by the characteristics at 75 
and 120 ml/min. At higher flow rate, the predominance of the 
convective transport during subcooling contributes to this higher 
heat transfer coefficient. 

The behavior of heat-flux characteristics with level of inlet 
subcooling is shown in Fig. 5 for different flow rates. The trends 
are similar to those obtained for the heat transfer coefficient 
characteristics. It is interesting to note the marked influence of 
the flow rate on the heat flux. The influence is greater as the 
subcooling is increased. Comparing the data for flow rates of 
75 and 120 ml/min, the heat flux achieved is very close for 
subcooling of less than 8°C. The dependence of heat flux on 
the wall superheat is shown in Fig. 6. While the trends are 
similar to those seen in Fig. 4, one may notice the high heat 
flux achieved as the wall superheat is reduced. This observation 
is promising for applications that call for higher heat flux at 
low wall temperature differences, as in electronic components. 
These values are higher than what can be expected in saturated 
boiling in larger channels. 

Saturated Flow Boiling. Following the subcooled boiling 
experiments, saturated boiling experiments were conducted with 
an average inlet subcooling of 5°C. The flow rates were varied 
from 35 ml/min to 300 ml/min. The preheater power supply 
was adjusted so as to maintain the desired inlet subcooling. 
Another parameter that is important in boiling heat transfer is 
the surface superheat. The surface superheat varied from 2°C 
to about 80°C. The results are plotted in Figs. 7-13. 

The variation of heat transfer coefficient with respect to 
wall superheat is shown in Fig. 7. The heat transfer coefficient 
varied from high value of 18,000 W/m2-K for a wall superheat 
of 4°C to about 7000 W/m2-K for wall superheat greater than 
40°C. The decrease is more pronounced within the wall super­
heat range of 0 to 20°C, followed by a steady decline. Figure 
7 shows the data for four different volumetric flow rates. The 
peak heat transfer coefficient values decrease with increasing 
flow rates. For instance, at flow rates of 150 and 200 ml/min, 
the heat transfer coefficient is about 8000 W/m2-K even for 
wall superheats of less than 5°C. The results for flow rates of 
90 and 150 ml/min from an earlier study (Ravigururajan et 
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al., 1996) on a parallel-channel micro-heat exchanger are su­
perimposed for comparison. As can be seen, the data for paral­
lel channel flow are 20 percent higher than for the diamond 
channel at corresponding conditions. Also, in the parallel chan­
nel, the heat transfer coefficient is higher at 150 ml/min than 
at 90 ml/min, a trend opposite to that observed in the diamond 
channel. It is, however, clear that the heat transfer coefficients 
are higher for microchannel flow. For example, using Chen's 
correlation (1966), the heat transfer coefficient for refrigerants 
is about 3000 W/m2-K at a wall superheat of 10°C. Thus, 
there is considerable enhancement in heat transfer that can be 
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Fig. 13 Relationship between vapor quality and pressure drop 

attributed to the thinner boundary layer and the narrow channel 
width. 

In Fig. 8 the heat flux is plotted against the wall superheat. 
The figure shows the data for both the parallel and the diamond 
channel heat exchanger for different flow rates from 90 ml/min 
to 260 ml/min. The impact of flow rates on heat flux is minimal 
in diamond channel. In contrast, the flow rate has a more pro­
nounced effect in the parallel channel. At a wall superheat of 
50°C, a difference in heat flux of 25 percent can be noticed 
between flow rates of 90 ml/min to 150 ml/min. The difference 
that is noticeable in the nucleate boiling region decreases con­
siderably when the wall superheat is increased to 70°C. The 
critical heat flux is higher by 20 percent in diamond channel at 
ml/min. 

Journal of Heat Transfer MAY 1998, Vol. 120 / 489 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



One of the important questions in flow boiling is the impact 
of quality on the heat transfer coefficient (Fig. 9) . Both the 
heat transfer coefficient and the vapor quality are dependent 
functions. This form of the plot is provided to obtain the rela­
tionship between these two variables in a clearer manner. The 
heat transfer coefficient decreases with quality from a value 
of around 15,000 W/m2-K at x = 0.01 to a value of 7000 
W/m2-K corresponding to a quality of 0.15. Similar decreases 
were noticed at other flow rates as well. This is different from 
the trend observed during the boiling process in large tubes. In 
large tubes, the heat transfer coefficient increases in the nucleate 
boiling region (x < 0.3) before decreasing in the film boiling 
regime. One reason for this steady decrease in heat transfer 
coefficient is possible choking of the channel width by the 
bubbles released from the surface. While no specific information 
is available on bubble dynamics in microchannels, in larger 
channels the bubble departure diameter ranges from 5 to 20 
jim. The influence of inlet velocity on the heat transfer perfor­
mance is not clear from this study. The heat transfer coefficient 
appears to increase in the flow rate range of 90 to 150 ml/ 
min and then decrease for higher flow rates. One interesting 
observation is that, unlike in a parallel channel flow, the impact 
of quality on heat transfer coefficient is less severe at flow rates 
less than 150 ml/min. Perhaps, the alternate flow paths formed 
by the diamond pattern minimizes the possibility of choking. 
The results are preliminary at best and the reader is cautioned 
that this characteristic cannot be quantified from this limited 
study. 

The variation of vapor quality with heat flux, on the other 
hand, shows some clear trends (Fig. 10). The quality increases 
as the flow rate is decreased at any particular heat flux. Con­
versely, at a quality of 0.2, the heat flux can be increased from 
20 W/cm2 at a volume flow rate of 90 ml/min to nearly 40 W/ 
cm2 at a flow rate of 150 ml/min. Although the figure may 
imply that larger heat fluxes can be achieved with higher flow 
rates, one cannot be sure of this observation. Much larger heat 
fluxes were not possible with the present experimental setup. 
As with the other plots, the data of the diamond channel are 
below those of parallel channel for similar flow rates. Conse­
quently, much greater heat fluxes can be achieved with a dia­
mond-channel micro heat exchanger than that is possible with 
a parallel-channel micro-heat exchanger. 

As with any heat transfer enhancement, the pressure drop in 
microchannel flows is important for many applications. Often 
pressure drop changes differently than the heat transfer rates. 
The pressure drop data are plotted against the heat transfer 
coefficient at different flow rates (Fig. 11). This figure illus­
trates several characteristics that are of practical interest. First, 
the pressure drop is less severe in diamond-channel flow than 
in parallel channel flow. Second, the steep fall in pressure 
drop noticed in the parallel channel is absent in the diamond 
channel. Finally, the flow rate has less impact on the pressure 
drop variation in a diamond channel. The influence of flow 
rate on the pressure drop is weak when high heat fluxes are 
achieved with small AT superheat, which yields a large heat 
transfer coefficient. The limit on the heat transfer coefficient 
may therefore be due to the heat supplied to the surface. How­
ever, as the ATincreases (decreasing "h") the pressure drop 
in the channels increases dramatically, especially at larger flow 
rates. The stronger dependence can be attributed to the two-
phase acceleration caused by the increasing amount of vapor 
in the channel. 

The relationship between the pressure drop and the heat flux 
is shown in Fig. 12. The influence of heat flux is negligible in 
the case of the diamond channel. In the parallel channel, the 
pressure drop increases slowly as the heat flux is increased. In 
addition, while the pressure drop increases with the increase in 
heat flux, the effect is more pronounced at higher flow rates. 
Two trends are visible from this plot: The AP increases with 
increasing heat flux and flow rate. The pressure drop in micro-

channels depends on the type of boiling process taking place 
within the channels. The pressure-drop behavior with the vapor 
quality is shown in Fig. 13. The pressure drop is high at larger 
flow rates even when the quality is low, perhaps mainly because 
of the large increase in vapor volume. The characteristics of 
both channel types are similar. The pressure drop increase is 
steeper at larger flow rates. Here again, more tests may be 
needed, encompassing each type of boiling regime, before any 
conclusions can be arrived at. 

The boiling process in both the channels is indicated by the 
constant outlet fluid temperature for heat fluxes of greater than 
40 W/cm2. However, for a heat flux of less than 40 W/cm2, 
in the subcooled region, significant differences in fluid outlet 
temperature can be noticed among various flow rates. 

Inferences 

Subcooled and saturated flow boiling experiments were con­
ducted on a diamond-pattern microchannel heat exchanger. 
Based on the experiments and the data obtained at various flow 
rates, the following inferences can be made: 

1 High heat flux may be achieved accompanied by small 
wall superheat in subcooled boiling. 

2 Heat transfer coefficients are influenced by flow rates for 
inlet subcooling greater than 8°C. 

3 The heat transfer coefficient is dependent on wall super­
heat. The value decreased dramatically to about 12,000 
W/m2-K corresponding to a wall superheat of 10°C, fur­
ther decreasing to a value of about 9000 W/m2-K at a 
wall superheat of 80°C. 

4 The heat transfer coefficient decreases with quality from 
a value of around 11,000 W/m2-K at x = 0.01 to a value 
of 8000 W/m2-K corresponding to a quality of 0.65. This 
decreasing trend is noticed at different flow rates. For flow 
rates greater than 125 ml/min, the heat transfer coefficient 
remains constant in diamond-channel mHX. 

5 The pressure drop decreases rapidly with an increasing 
heat transfer coefficient, decreases marginally when the 
heat flux is reduced, and increases with an increasing 
vapor quality. 

6 Compared to the parallel channel mHX with correspond­
ing channel depth and height, the diamond channel heat 
exchanger yields a lower heat transfer coefficient. 
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A Boundary/Finite Element 
Analysis of Magnetic Levitation 
Systems: Surface Deformation 
and Thermal Phenomena 
This paper describes a coupled boundary and finite element analysis of electromag­
netic, free surface deformation and thermal problems in magnetic levitation systems 
under both normal and microgravity conditions. A computer code is developed, which 
involves the use of finite elements in the regions of interest and boundary elements 
in other regions for electromagnetic field calculations, along with an iterative and 
remeshing scheme for free surface deformation calculations. The code is tested 
against available analytical solutions and experimental measurements, and then ap­
plied to study the free surface deformation and temperature distribution in magneti­
cally levitated droplets on earth and in microgravity. It is found that an accurate 
assessment of the thermal behavior of a droplet must be made along with its deforma­
tion, including the bulk movement, for magnetic levitation systems. In normal gravity, 
a magnetically levitated droplet assumes a conical shape with its apex pointing 
downward, and higher temperature occurs in the lower portion of the droplet. In 
microgravity, on the other hand, surface deformation is primarily attributed to the 
heating coils and the deformation is symmetric, with the droplet squeezed at the 
equator plane and bulged out along the axis of symmetry. Positioning coils give rise 
to a smaller deformation force and a lower Joule heating rate under normal operation 
conditions. The temperature profiles and free surface shapes induced by the position­
ing coils, though symmetric, are different from those induced by heating coils. 

I Introduction 
By Faraday's law of induction, eddy currents will be induced 

in an electrically conducting specimen when excited by an exter­
nal alternating magnetic field. The interaction of the induced 
eddy currents and the total magnetic field, which is a combina­
tion of the self-induced and imposed magnetic fields, will result 
in electromagnetic forces or Lorentz forces in the specimen. If 
the external magnetic field is strong enough so as to balance 
the gravitational force, the specimen will be levitated by the 
magnetic field. Another phenomenon, perhaps a more familiar 
one, associated with magnetic induction, is the Joule heating 
effect, which comes from the self-interaction of the induced 
eddy currents in the specimen. Magnetic levitation, or more 
precisely magnetic levitation melting, is a processing technol­
ogy for inductively heating or melting a conducting sample 
while suspended in an inert gas atmosphere or vacuum. The 
advantage of magnetic levitation is obvious. Without a container 
for melting, the potential contamination from container walls 
is eliminated, and thus it is possible to process materials of 
ultrahigh purity. 

The first magnetic levitation processing system was invented 
in Germany more than half a century ago (Muck, 1923). There 
are many levitation systems in operation today. Much of the 
current research has been concerned with designing more ad­
vanced levitation systems and/or optimizing magnetic levitation 
conditions so as to support the largest possible load (Natarajan 
and El-Kaddah, 1995; Szekely et al , 1995). Recent studies 
have shown that it is now possible to levitate a copper sample 
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of 1000 g magnetically under terrestrial conditions. This is in 
contrast with most levitation systems, which are only capable 
of supporting up to 50 g of liquid (Mestel, 1982; Szekely et 
al., 1995). Research activities in magnetic levitation have also 
contributed to the development of other similar or derivative 
electromagnetic processes widely used in industry including 
electromagnetic casting (Getzlev, 1971) and floating-zone sin­
gle-crystal growth processes (Keller and Muhlbauer, 1981). 

The concept of magnetic levitation has now been explored 
for space processing of materials and for measuring the thermal 
and physical properties of materials in microgravity, such as 
undercooled melts, which otherwise would be impossible under 
earthbound conditions. Studies suggest that with magnetic levi­
tation (or more precisely positioning) in microgravity, it is 
possible to achieve a large undercooling by which materials of 
extremely high purity with very fine solidification microstruc-
tures can be obtained (Herlach, 1991; Herlach and Feuerbacher, 
1991). Magnetic levitation in microgravity also offers a 
uniquely useful means to measure thermal and physical proper­
ties of materials (solid, liquid, or undercooled melts), such 
as surface tension, viscosity, conductivity, and heat capacity, 
without interference from the impurities originated from con­
tainer walls (Herlach, 1991). For example, the surface tension 
and viscosity of a melt can be determined through detecting the 
frequency of surface oscillation of a melt blob and by measuring 
the decay of its surface deformation amplitude, respectively 
(Herlach, 1991; Egry et al., 1992; Szekely et al., 1995; Bayazi-
toglu et al., 1996). The needed free surface oscillation can be 
readily achieved in a magnetic levitation system in micrograv­
ity, for instance, by squeezing a melt drop by suddenly applying 
a pulse current. 

There has been extensive work on magnetic levitation since 
the pioneer research on the subject was conducted by Okress 
et al. (1952). The published work has addressed issues ranging 

492 / Vol. 120, MAY 1998 Copyright © 1998 by ASME Transactions of the ASME 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



from electrodynamics to transport phenomena involved in levi-
tation systems using analytical, perturbation, and numerical 
methods. Rony (1969) studied magnetic levitation melting pro­
cesses for metals and Mestel (1982) used an analytical approach 
to investigate the magnetically induced deformation and flow 
in an isothermal droplet. Bayazitoglu and co-workers (Surya-
narayana and Bayazitoglu, 1991; Bayazitoglu and Sathuvalli, 
1994, 1996; Sathuvalli and Bayazitoglu, 1993, 1994; Bayazi­
toglu et al., 1996) presented studies on the Joule heating, force 
distribution, and shape oscillations associated with magnetically 
levitated droplets. Lohofer (1989) solved a three-dimensional 
vector potential problem analytically and used the solution to 
study the power absorption and lifting force in a solid sphere 
in magnetic levitation systems. Numerical models, based on the 
mutual inductance method for surface deformation and the finite 
element method for turbulent flow, were developed recently 
(Zong et al , 1992, 1993). They analyzed both steady-state and 
unsteady-state fluid flow in levitation systems in microgravity, 
and provided a basic, lumped estimate of heat transfer in the 
liquid droplet. Their models were also used in further studies 
for developing a better understanding for the system design 
(Schwartz et al., 1992). All these studies, however, focused on 
the isothermal melt flow, and the detailed temperature effects 
were not considered. In a series of papers published recently, 
Li (1993, 1994a, b) has presented analytical models for the 
electrodynamic, fluid flow, and temperature distributions in an 
aluminum sphere in microgravity. Both the transient and steady-
state conditions were considered. The analyses, however, were 
made by assuming that the deformation effect may be neglected, 
and thus are only applicable to levitation in a weak magnetic 
field. 

While useful work has been done, many important issues 
remain unanswered. For example, to our best knowledge, there 
has not yet been any published research on how the free surface 
deformation would affect the Joule heating distribution and 
hence the temperature field in a droplet in magnetic levitation 
systems. While in general it is understood based on asymptotic 
analyses (Li, 1993) that either a higher applied current or a 
higher frequency would produce a higher temperature, the pres­
ent study indicates that a more accurate assessment must include 
free surface deformation and sample position in the levitation 
potential well. The necessity of including magnetically induced 
free surface behavior in the analyses introduces nonlinearity 
and thus requires the use of numerical methods. Analyses of 
this type are of critical importance, especially in light of a high 
degree of temperature control required for carrying out most 
levitation experiments. 

In this paper, a numerical analysis is described of free surface 
deformation and temperature field distribution in a conducting 
liquid droplet magnetically levitated under both normal and 
microgravity conditions. The analysis is carried out by applying 
a coupled boundary and finite element method, which is 
uniquely suited for this type of problems involving boundaries 
at infinity. By this method, finite elements are used to discretize 
the droplet region where information on electromagnetic field 
and temperature field distributions is needed, while boundary 
elements are applied in the free space outside the droplet region. 
The finite element and boundary element regions are then cou­
pled through the interface boundary conditions. In developing 
the coupled boundary and finite element code, the LU decompo­
sition, instead of direct matrix inversion, is used to facilitate 
the computation of interface flux distribution, and node data are 

N o m e n c l a t u r e 

a = radius of a sphere 
A, A* = tangential component of mag­

netic vector potential inside 
droplet, its complex conjugate 

A = global unknown nodal vector of 
vector potential 

B, B * = magnetic field, its complex con­
jugate 

C = geometric coefficient resulting 
from boundary integral formu­
lation 

Cp = heat capacity 
E(K) = elliptical integral of the second 

kind 
/ = force vector resulting from LU 

decomposition of BE matrix 
equations 

F = force vector in BE formulation 
F = time-averaged Lorentz force 
F = global force vector of coupled 

BE-FE formulation 
g = gravity constant 
G = Green's function for free space 

H, G = global coefficient matrices of 
BE formulation 

/ = current (peak) 
/„ = modified Bessel function of the 

first kind of order n 

J = tangential component of current 
density 

k = system parameter for electro­
magnetic field 

K = thermal conductivity 

K(K) = elliptical integral of the first 
kind 

K = global coefficient matrix of FE 
formulation 

K = global coefficient matrix of 
coupled BE-FE formulation 

M = matrix resulting from LU de­
composition of BE matrix 
equations 

N = boundary flux coefficient ma­
trix of FE formulation 

n = outward normal 
°m, PH = time-averaged magnetic pres­

sure, pressure constant 
Ph Pt

[ = Legendre polynomials, associ­
ated Legendre polynomials of 
the first kind 

q = global normal derivative vector 
of A 

r , r = point vector and r coordinate 
r„ = radial distance of a single coil 

in spherical coordinates 
t = time 

T, To, = temperature, temperature of 
surroundings 

u = free surface unknown vector 
z = unit vector of z direction 
z = z coordinate 

zc = center of mass along the z axis 
a = subtended angle of the exciting 

coil for single sphere system 
P = angle between the outnormal 

and x direction 
e = permittivity 

e„ = emissivity 
dQ', dVL2 = boundary of FE and BE 

computational domains 
V = gradient operator 
<£ = shape function 
4> = unit vector in the azimuthal 

direction 
y — surface tension 
K = geometric parameter for el­

liptical functions 
/j, = magnetic permeability 
p = density 
9 = 6 direction 
a = electrical conductivity 

<T0 = Stefan-Boltzmann constant 
to = frequency 

fii, fi2 = FE and BE computational 
domains 

Subscripts 
I = boundary and finite element 

region interface 
B = boundaries excluding the 

interface between the BE 
and FE regions 

T = temperature 
z = z component 

Superscripts 
* = complex conjugate 

/ = free surface 
i = i'th component 

T = matrix transpose 
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appropriately arranged to preserve the skyline structure of the 
finite element discretization in order to improve the computa­
tional efficiency. The code is enhanced by an iterative scheme 
and remeshing capability for free surface calculations. The de­
veloped code is tested against available analytical solutions and 
experimental measurements, and is then applied to examine the 
free surface deformation and temperature field distribution in 
magnetically levitated droplets. 

It should be pointed out that in carrying out the detailed 
numerical analyses, convection in the droplets has been ne­
glected. Studies suggest that during magnetic levitation, a mild 
turbulent recirculating flow occurs in the liquid and is mainly 
attributed to the vortical nature of the Lorentz force, which is 
several orders of magnitude bigger than other forces, such as 
buoyancy and Marangoni forces, that may be present (Mestel, 
1982; Li, 1994a). In terrestrial levitation systems, strong cur­
rents must be applied to support the sample weight, thereby 
inducing an internal turbulent flow. Likewise, in microgravity 
environments, strong currents intended for heating would also 
be responsible for a possible turbulent recirculating flow in the 
liquid droplets. These flows are thought to be in a mild or weak 
turbulence regime (Zong et al., 1993). The flow induced by 
the positioning coils alone in microgravity is often very weak 
because of the coil configuration and a relatively small current 
requirement (Zong et al., 1993). These convective flows will 
likely result in convective mixing in droplets and thus give rise 
to a more uniform temperature distribution than predicted by a 
conduction analysis only. While the flow is believed to play 
an undisputed role in redistributing the thermal energy in the 
droplets, several important points must be noted. First, there has 
been essentially no adequate turbulence model for this mildly 
turbulent flow in the droplets. This is further complicated by a 
lack of a reliable numerical algorithm by which turbulent flow 
and free surface deformation are simultaneously predicted with 
good confidence for a levitated droplet. Furthermore, in de­
termining the thermal field distribution, the Joule heating plays 
a predominant role and its correct prediction is critically depen­
dent upon the free surface geometry and droplet position but 
essentially independent of the flow under normal levitation con­
ditions (Li, 1994a; Zhang et al., 1997). This is because, as in 
many other materials processing systems, the magnetic Reyn­
olds number for levitation systems is small enough to warrant 
a decoupled calculation of the electromagnetic field from fluid 
flow (Mestel, 1982; Zong et al., 1992; Li, 1994a). Also, the 
major contribution to the deformation of droplet free surface 
comes from the induced electromagnetic forces. The fluid flow 
correction, to the best possible scenario, is below 10 percent 
(Schwartz and Szekely, 1995). In light of these, the thermal 
field is only modeled partially in our analyses. Nonetheless, the 
present analysis should capture the essential features of the free 
surface deformation and its effect on the thermal behavior of a 
magnetically levitated liquid droplet that so far have eluded 
analysis. The information provided in this study may also be 
used to provide basic guidelines for developing magnetic levita­
tion systems or planning levitation experiments for both terres­
trial and microgravity applications. 

II Problem Statement 

Without loss of generality, we consider a magnetic system 
as shown in Fig. 1. An electrically conducting sample is im­
mersed in an alternating magnetic field generated by a set of 
current loops surrounding the sample. Because of induction, 
both Joule heating and Lorentz force will be generated in the 
sample. The former is responsible for melting the sample, while 
the latter levitates the sample and deforms the melt free surface. 
In this paper, we focus on the aspects of the electromagnetic, 
free surface deformation and thermal phenomena associated 
with the magnetically levitated melt samples. 

applied current 

free surface of the specimen 

Fig. 1 Schematic representation of magnetic levitation system. The cy­
lindrical coordinate system used for numerical analyses is also shown. 

For the axisymmetric system shown in Fig. 1, the Maxwell 
equations may be simplified in terms of the tangential compo­
nent of the magnetic vector potential A (Li, 1993), 

V2A - Air = k2A - nJ (1) 

where k = ijfxaco is the system parameter and J the applied 
current density. Note that A and J are complex amplitudes of 
the corresponding variables written in phasor notation to repre­
sent the time harmonic variation of the electromagnetic field. 
Also, Eq. (1) applies to both the inside and outside of the 
sample. When applied to the outside region, which is free space, 
k = 0. 

It is remarked that in writing Eq. (1), we have assumed that 
the displacement dDldt may be neglected (Jackson, 1975). 
For induction systems such as magnetic levitation, the applied 
frequency is on the order of 106 Hz. For a good conductor such 
as metal, the electrical conductivity a is on the order of 107 

(1/fi-m or C2/N-m2-s). With these, we/tr ~ 10~12 < 1, where 
e = 8.854 X 10 -12 (C2/N-m2), therefore well justifying the 
approximation. 

To solve the vector potential equation, physical constraints 
need to be imposed. Along the interface between the sample 
and the free space, the tangential component of the electric 
field and the normal component of the magnetic field must be 
continuous. Written in terms of the magnetic vector potential, 
these constraints become 

An = A 

fi0 dn 

j _ 9 A 

\ii dn 

(2) 

(3) 

where the subscripts i and o denote quantities inside and outside 
the sample. For a melt, /i, = \x0 = /i. To simplify the notation, 
the subscript ;' has been dropped from A and this hereinafter 
will hold true unless otherwise indicated. 

Other electromagnetic field quantities may be calculated from 
A. For magnetic levitation systems, the time-averaged force and 
Joule heating power density distribution in a melt droplet are 
parameters of interest and can be calculated by the following 
equations (Zong et al., 1992; Li, 1993): 

UJ 

2^ f 
Jo 

Re (Jeju"(f>)-V X (Re {Ae'w,^))dt 

= y R e ( i A * f V x ( A * ) ) (4) 
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Q = Re {JeM) • Re (JeJul')dt 
2-rra Jo 

_ • / • • / * _ aw2 A*-A 

2a 2 
(5) 

The temperature distribution in a levitated specimen is gov­
erned by the heat conduction equation with internal heating 
provided by the induced Joule heating source, 

dT „ , , „ „ , ou2A-A* 
PC" ¥ = ( ) + 2 

(6) 

Magnetic levitation is often carried out in a vacuum and hence 
the heat transfer between the chamber walls and the sample 
surface is by thermal radiation, 

-K^=a0e„(T*-Ti) 
on 

(7) 

If the internal flow contribution may be neglected, the kine­
matic condition is automatically satisfied and the equilibrium 
surface shape is then defined by the balance of hydrostatic, 
magnetic, and surface tension forces. This balance condition is 
equivalent to requiring that the normal stress is continuous 
across the interface between the sample and its surroundings, 

I. e., 

yVs-n = pgz + PH + Pm (8) 

where Vs = V - n(n-V) is the surface divergence operator 
(Weatherburn, 1972). In this equation, the magnetic effect 
comes into play through the time-averaged magnetic pressure, 
which is calculated from the known vector potential field (Jack­
son, 1975), 

Pm = 
B B * _ V X (A#)-V X Q4*<ft) 

Ay Ay 
(9) 

III Boundary and Finite Element Formulation 

The numerical solution of the magnetic vector potential equa­
tion (Eq. (1)) often involves the discretization of the domain 
extending to infinity, even though the main interest here is the 
levitated sample itself. This would substantially increase the 
computational time and data storage requirement. To circum­
vent this problem, we developed a coupled boundary and finite 
element algorithm (Song and Li, 1995, 1996; Song, 1996) such 
that the finite element meshes are applied in the region occupied 
by the sample and the boundary elements are used to account for 
the outside region. A particular advantage of applying boundary 
elements in the outside region for the system under consider­
ation is that the boundary condition at infinity can be directly 
formulated into the boundary integral equation. As a result, no 
discretization is required for the internal points, nor for the 
boundary at infinity, resulting in savings in both computational 
time and storage space. This feature can be particularly im­
portant for the present study in that the calculation of free 
surface deformation requires an iterative procedure by which 
the magnetic vector potential has to be updated each time the 
surface shape is changed. 

Since the detailed description of the coupled boundary and 
finite element algorithm has been available elsewhere (Song, 
1996; Song et al , 1997), only an outline is given below. For 
the sample region, the finite element formulation of the vector 
potential equation is constructed from Eq. (1) via the Weighted 
Residuals Method (WRM), 

Jan, on J a, 
r(VA • V0 + k2A4>)<m = 0 (10) 

where <£ is the trial function. Following the Galerkin approxima­
tion and the standard finite element discretization procedure 
involving elemental calculations and assembly, the resultant 
equation may be rewritten in matrix form, 

KA + Njq, = 0 (11) 

To derive the boundary element formulation of the vector 
potential for the outside region, it is perhaps most convenient 
to make use of the vector Green's function approach and then 
take the tangential component of the final boundary integral 
form (Song, 1996; Song et al., 1997). Following this approach, 
one finally arrives at the needed boundary integral expression, 

-!-C(r,)A(r, .) + 
Z7T 1/ on 

(D A(n-VG)rdT 
« an2 

= (D G(n-VA)rrfT + | yJGrdQ, (12) 
» on2 «n2 

Here, to simplify the notation, the subscript o has been dropped 
from A and J (see Eqs. (2) and (3)) and the same will apply 
to Eqs. (16) and (17). The geometric coefficient C(r,) and 
the Green's function G(r r , r ) are calculated by the following 
equations, 

C(r,) = 

1 when r, lies inside domain fi2 

- when r, lies on a smooth boundary 9fi2 

(2TT - /3, - /32)/2TT 

when r, lies on a nonsmooth boundary dQ2 

(13) 

G(r„r) = 
1 

47r2vr,r 
- - K) K(K) - -E(K) 
K I K 

Ar,r 

(r, + r)2 + (z, - zY 

(14) 

(15) 

where /3i and /32 are the two angles between the normal of the 
two elements adjacent to a corner and the x axis (Song, 1996). 
It is noted that in deriving Eq. (12) the contribution from the 
boundary at infinity is calculated to be zero using the limiting 
approach described by Brebbia et al. (1984). Thus, the bound­
ary formulation of the vector potential problem for this system 
involves only the variables along the interface between the 
boundary and finite element regions. 

Now following the standard boundary element procedure to 
discretize the boundary of the free surface, which for the present 
case becomes the interface between the sample and free space, 
the boundary element equation for the vector potential may be 
written in terms of the matrix equation, 

[H„ H»] 
A B / \ q B 

(16) 

where the quantities denoted by subscript B are related to the 
boundaries other than the interface, and they are zero for the 
present problem but included here for the sake of completeness. 

The coupling of the boundary element and finite element 
formulations becomes relatively easy now. Starting with Eq. 
(16), the flux q! at the interface is calculated first and then 
substituted into the finite element equation. In general, this 
would require the inversion of the matrix G = [G I ( GB] . To 
improve the efficiency of computation, a different approach is 
taken. By this approach, qi is calculated by first applying the 
LU decomposition to partition G, then solving for a related 
coefficient vector associated with each column of Hi, e.g., 
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Hi, and finally multiplying the vector with the ith element of 
Aj, e.g. Ai. The procedure is repeated for F = (Fi, FB)T. The 
results are added leading to an expression relating qt to Ai, that 

qt = MA, + f (17) 

With this substituted into Eq. (11), making use of Eqs. (2) and 
(3) and performing needed algebraic operations, one has the 
final matrix equation for the magnetic vector potential 

KA = F (18) 

To preserve the skyline structure of the finite element stiffness 
matrix, the interface is treated as a macro-element during the 
matrix profile calculations. Furthermore, corner flux discontinu­
ity associated with the boundary element formulation is ac­
counted for using the double flux method, which, among others 
tested, is considered the best for the present analyses, taking into 
account both the accuracy and programming flexibility (Song, 
1996). 

With the vector potential known, the free surface shapes can 
be calculated. For levitation systems, the free surface shape 
problem described by Eq. (8) may be formulated more conve­
niently in a spherical coordinate system. After integrating along 
the surface of the droplet using the Weighted Residuals Method, 
the very same used for the finite element formulation, one has 
the integral form of the free surface shape condition, 

f{ rre4>i + 4>(2r2 + r\) 

J? + ri 

+ r-$-(PH + pgr cos 6 + Pm) \ sin 6d0 = 0 (19) 

where r = r(6) is the radial distance of the droplet, which 
defines the free surface shape, and rB the derivative of r{6) 
with respect to 6. This equation must be solved along with the 
volume conservation constraint, which is used to determine the 
constant PH, 

2TT 

3 Jo 
r3 sin 8d8 = Volume (20) 

To complete the description of the surface deformation in levita­
tion systems, the center of mass zc, which defines the equilib­
rium position of the sample along the z axis of the levitation 
coils, must be determined as a part of the calculation since it 
is not known a priori, 

•nil 

Volume Jo 
r4 cos 6 sin OdO (21) 

Following the standard Galerkin finite element procedure, Eqs. 
(19), (20) and (21) can be discretized and written in matrix 
form similar to Eq. (18) but with the free surface nodes u as 
unknowns, 

K/U = Ff (22) 

Note that the standard sparse stiffness matrix must also be modi­
fied to take into consideration the irregularities associated with 
the two constraints. 

Finite element formulation of the thermal problem described 
by Eqs. (6) and (7) can be obtained by a procedure very similar 
to the above and has been well documented in many textbooks 
(Zinkiewicz and Taylor, 1989). It is thus omitted here. 

IV Computational Procedure 
The boundary and finite element code for the calculation of 

the vector potential, free surface deformation, and temperature 

field was developed following the descriptions presented above. 
An iterative computational procedure based on the simple suc­
cessive substitution method was implemented. The procedure 
also requires the remeshing of the finite element region during 
iteration because of the change of the free surface shape. A 
mesh generator was developed based on the multiblock structure 
in combination with transmapping (Ida, 1986; HoLe, 1988) and 
was incorporated into the coupled boundary and finite element 
code. The calculation starts with an initial guess for free surface 
shape and iterates between the shape change and magnetic field 
calculations until convergence is met. Then the temperature 
distribution is calculated with the calculated free surface shape 
and Joule heating. The calculation also requires iterations to 
account for radiation boundary condition along the free surface. 
The whole iterative procedure for the free surface deformation 
and temperature calculation involves the following seven steps: 
(1) data input, (2) mesh generation, (3) calculation of magnetic 
vector potential A, (4) calculation of free surface shape u, 
(5) iteration between (2), (3), and (4) until convergence, (6) 
calculation of temperature, and (7) output of results. To increase 
the computational efficiency, steps (2), (3), and (4) are iterated 
in such a manner that A is updated only after a certain number 
of iterative steps for free surface calculation. For this type of 
problem, the nonlinearity comes from the free surface calcula­
tion but the computation of A is the most time-consuming part. 

V Results and Discussion 
With the boundary element and finite element code developed 

above, analyses can be carried out of electromagnetic field dis­
tribution, temperature distribution, and free surface deformation 
associated with liquid droplets suspended in magnetic levitation 
systems. In what follows, a selection of computed results is 
presented for levitated droplets under both normal and micro-
gravity conditions and the results are compared with analytical 
solutions or experimental measurements wherever possible. A 
convergence criterion of relative error < 1 X 10"4 was set for 
all the calculations. 

(A) Magnetic Levitation Under Earthbound Condi­
tions. The coil configuration for magnetic levitation systems 
under terrestrial conditions is sketched in Fig. 2. The configura­
tion is sometimes named a basket configuration because of the 
shape of the coil arrangement (Mestel, 1982; Natarajan and El-
Kaddah, 1995). Two sets of coils are necessary. The lower 

19mm 

Fig. 2 The configuration and dimensions of coils used for magnetic 
levitation under terrestrial conditions 
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coils provide the needed Lorentz forces to support the load by 
counterbalancing the gravitational force, while the upper ones 
are designed to stabilize the load so that it will not be over­
thrown out of the current loops by the lower set of coils. These 
two sets of the coils form a potential well within which the 
sample will be confined at a designated location. 

Analytical solutions may be obtained for the levitation coil 
setup described above. If the coils are considered coaxial, and 
the sample assumes a perfect sphericity, then the magnetic vec­
tor potential A, the time-averaged total Joule heating Q, the 
lifting forces FZi and the temperature distribution T associated 
with the sample can all be calculated analytically. Since the 
details were documented in a recent publication (Li, 1993), 
only the final results of relevance to this study are given below, 
as they will serve to provide a check on our numerical develop­
ment. Thus for a spherical sample levitated by a multiple coil 
system with N different coils, each having a different current 
at the same frequency, as shown in Fig. 2, the analytical solu­
tions for the total power absorption and the lifting force are 
expressed as follows: 

2tot = - — X X hh sin a, sin a, £ Pi(cos a,) — 

x < 2n + 1 (± ) P i ( c o s a ) R e 
_w(w + 1) \r0j 

kaln+ui(ka) 

(23) 

Hit X X hh sin a, sin otj 
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Fig. 3 Comparison of two analytical solutions (anal-1: Eq. (25) and anal-
2: Eq. (24)), numerical solution and experimental measurements for lift­
ing forces exerted on a 2.54-cm-dia bronze sphere by a single current 
loop. The inset shows the spherical coordinate system used for analytical 
solutions. Conditions for the calculations: a = 1.67 x 10" mho/m, p = 
7.2 kg/m3, / (peak) = 849 A, and frequency = 9600 Hz. 

X l 
P (̂COS tt,)P,', + 1(CQS Uj) 

n + 1 

x{ l + <2» + 1) ImU*^l} (24) 

It is noted that a spherical coordinate system with its origin set 
at the center of the levitated sphere has been used for these 
equations (see the inset in Fig. 3) , and this will hold true for 
Eqs. ( 2 5 ) - ( 3 1 ) a s well. 

For the lifting force, a simplified analytical expression has 
often been used. It was derived by treating the conducting sphere 
as an imaginary dipole in a magnetic field generated by the 
surrounding coils (Okress et al., 1952). For a single coil system, 
it becomes 

F, = 
37T2/?, 

50 
3 sinh 2x — sin 2x 

Ax sinn2* + sin2* 

(25) 
( i +y2)4 V V ^ . 

with x = a *\\iual2 , Ims - I v2 and y = zl4rl - z2 . It is a 
simple matter to show that this equation is nothing but the first 
term of Eq. (24). This can be readily verified by setting i -= j 
= 1 and substituting into Eq. (24) the following geometric and 
functional relations: 

cos a = 
y 

1 + 3 Im 
hn(k*a) 

kalm{k*a) 
= 1 

Vl +y2 

3 sinh 2x - sin 2x 

Ax sinh2jc + sin2* 

(26) 

(27) 

where use has been made of the relation, I-U2(x) = cosh (x) 
X hlKX . 

Figure 3 shows the results for lifting force computed by both 
Eqs. (24) and (25), along with the boundary/finite element 

(BE/FE, hereafter) calculations and the experimental measure­
ments made for a 2.54-cm-dia bronze sphere levitated in a single 
coil system. Clearly, the numerical results agree very well with 
the predictions from Eq. (24). In comparison, the simplified 
formula (Eq. (25)) gives a reasonably good approximation for 
the lifting force with a maximum error < 4 percent. Both the 
analytical and numerical results follow the experimental mea­
surements within the experimental error margin (Okress et al., 
1952). Numerical calculations were also compared with analyti­
cal solutions for the magnetic vector potential distribution for 
the system (Song and Li, 1996) and the comparison is just as 
gratifying. Further comparisons were also made for two coil 
systems where experimental measurements were available. 
These tests indicate that the numerical results agree very well 
with analytical solutions and also with the experimental mea­
surements within the experimental error margin (Song, 1996). 
Two points may be concluded from these comparisons. First, 
Eq. (24) converges very rapidly and thus the first term can be 
used as a good approximation, when alr0 is small as for the 
present case. Second, the BE/FE code developed may be used 
to predict the lifting force associated with a levitation system. 

One of the objectives of this paper is to study the thermal 
phenomena in a levitated droplet. For a solid sphere levitated 
in a set of coaxial coils as shown in Fig. 2, the temperature 
distribution within the solid sphere may be obtained analytically 
with an additional assumption that the surface of the sphere is 
subject to a Newtonian cooling law. Following the procedures 
described by Li (1993), the temperature distribution may be 
predicted by 

T ( r ' e"> = 7 7 ^ ^ ^ 7 '7J s i n a> s i n ai 

x l I I 
2m + 1 2n + 1 

„„, m{m + 1) n(n + 1) \r, 

X P,'„(cos a,)Pl(cos aj)P,(cos 6)I,mn(r)Plmn (28) 
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In this equation, Plmn is a constant, 

Pimn = (-KI + 1) + m(m + 1) + n(n + ! ) ) • 
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x 

(2s + 1)!! 

(2(s - I) - 1 ) ! ! ( 2 ( J - m) - l ) ! i ( 2 Q - n) - 1)!! 

( 2 0 - /))!!(2(s - m))\\(2(s - «))!! 

2s = / + m + n = Even; / > 0; 

O s m - ; < « < m + / (29) 

and //,„„( r) is a function of r, 

h,m(r) Re[R,m(r')]dr' 
a [Jo 

+ f I - I Re [ f l„ ,„(r ' ) ]^ ' 

(30) 

where R„,„(r) involves a product of modified Bessel functions 
of different orders, 

Rmn(r) = L+u2(kr)In+U2(k*r) ( 3 1 ) 

(ka)I„-U2(k*a) 

The temperature distributions calculated by the coupled bound­
ary and finite element method described above appear in Fig. 
4, along with those by the analytical solutions, for an aluminum 
sphere in a single coil system. Good agreement is apparent 
between the numerical and analytical solutions, thereby provid­
ing once again a validation of the numerical code developed. 
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Fig. 4 Comparison of analytical and numerical solutions for radial and 
surface temperature distribution in a liquid aluminum sphere surrounded 
by a single current loop located at the equator plane. T* = T/(JUA>/2/ 
16a/C) and R* - rla are nondimensionaiized temperature and radius, 
respectively, s* = s/(0.5 na) is the nondimensionaiized surface distance 
measured from the pole to the equator. Data used for calculations: / 
(peak) = 300 A, frequency = 1.45 x 105 Hz, radius of sphere a = 6 mm, 
radius of coil loop r0 = 9 mm, subtended angle a = 90, and convective 
heat transfer coefficient hxK = 60.6 W/k-m2 . Other data are given in 
Table 1. 

It should be stressed here that for this type of thermal prob­
lem, a careful distribution of finite element meshes is very im­
portant for computational accuracy. This is largely attributed to 
the fact that the Joule heating is distributed within a very small 
skin depth near the surface and follows an exponential decay 
inward from the surface. Through extensive numerical experi­
ments, it is found that minimizing the error in the vector poten­
tial calculations is the key to improving the accuracy associated 
with thermal calculations. A small error in the vector potential 
calculations can result in a substantially bigger error in subse­
quent temperature prediction. Our tests against the analytical 
solutions with various mesh distributions and different types of 
elements showed that a four-node mesh with their size distribu­
tion following an increasing geometric progression at a ratio of 
1.3 inward from surface, as illustrated in Fig. 5, is optimal for 
our problems. Tests were also carried out for the free surface 
calculations against available analytical solutions and gratifying 
agreement was also found (Song and Li, 1996). 

With the tested code, the analyses were made to study the 
free surface deformation and thermal behavior of magnetically 
levitated droplets in normal gravity. Figure 5 illustrates a typical 
mesh distribution used for the present study. Of course, for 
specific problems, slight modification of this mesh was also 
made to obtain the best results. The parameters used for the 
calculations are given in Table 1. A typical calculation of the 
free surface shapes for a levitated droplet in a magnetic field 
required about 50 minutes CPU time on a DEC Workstation 
(Model 3000/300) and about a few seconds were needed for 
subsequent temperature calculations. 

Figure 6 compares the free surface shapes of a liquid alumi­
num droplet with an initially spherical shape 5 mm in diameter 
for different applied currents. In both cases, the applied electro­
magnetic forces were able to support the droplet by balancing 
the gravitational force. The free surface deformation clearly 
reflects the equilibrium of the forces acting along the surface. 
Because of the magnetic field configuration, a stronger local 
Lorentz force and hence magnetic pressure exists along the 
surface of the droplet facing the lower set of coils through 
which currents flow in the same direction. This stronger pressure 
is required to balance a higher hydrostatic pressure. At the apex 
of the lower portion, the Lorentz force is zero and the hydro­
static pressure of a liquid blob is balanced primarily by surface 
tension. As a result of this, the liquid droplet tends to drip in 
this direction, causing a droplet to assume a conical shape as 
shown. 

Comparison of the two droplet equilibrium shapes in Fig. 6 
illustrates that a stronger applied current pushes the droplet up 
to a higher position in the potential well. This is as expected 
in that a higher current generates a bigger lifting force. How­
ever, as the liquid droplet moves up, the effect of the upper set 
of coils becomes more noticeable, thereby resulting in a flatter 
top surface. Numerical experiments show that this trend contin­
ues in the levitation potential with a further increase of the 
applied currents. For the levitation system under consideration, 
the minimum point, or zero lifting force point, in the potential 
well is located about 2 mm from the center of the nearest upper 
coil to the liquid droplet. 

Analytical studies suggested that a stronger applied current 
will give a higher level of Joule heating and hence the higher 
maximum temperature (Li, 1993). In fact, for a system in which 
the currents are in phase, the temperature of a levitated sphere 
at a fixed position is proportional to the square of the applied 
current (Li, 1993; Song, 1996). For the levitation system under 
consideration, however, the story may be quite different. Figure 
7 compares the temperature distributions in a liquid droplet with 
different applied currents. As the current is higher, the droplet 
is pushed farther away from the lower set of coils. While the 
Joule heating increases with the square of the applied current, 
it decreases rapidly with an increase in distance from the current 
source. In this particular system, increasing the distance from 
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Fig, 5 A typical finite and boundary element mesh used for numerical 
calculations. Note that the boundary element mesh is greatly simplified 
and is coincident with the mesh of the interface between the boundary 
and finite element regions. 

the lower set of coils means decreasing the distance toward 
the upper coils. Therefore, the effect from the lower coils is 
diminished, but is accompanied by an increasing effect from 
the upper coils. This, combined with the fact that the upper and 
lower coils have currents out of phase, changes the Joule heating 
induced in the droplet. Numerical calculations showed that the 
total Joule heating decreases when the droplet is moved away 
from the lower set of coils until closer to the upper coils and 
then increases when it gets closer to the upper coils (Song, 
1996). For the results appearing in Fig. 1(b), the total Joule 
heating is lower even though the applied current is higher, thus 
resulting in an overall temperature decrease, in comparison with 
Fig. 1(a). Comparison of the two cases also indicates that the 
difference between the maximum and minimum temperatures 

Table 1 Parameters for terrestrial levitation calculations 

Parameters Value Units 

Density of liquid Al alloy 2388 Kg/m3 

Electro-conductivity of 
liquid Al alloy 3.85xl06 (Q-m)-1 

Frequency 2.18x10s Hz 
Applied current (peak) 339 A 

Radius of initial sphere 5.0x10-3 m 
Thermal conductivity 135.9 W/mK 
Environment temperature 298 K 
Emissivity 0.3 
Surface tension of aluminum 0.915 N/m 
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Fig. 6 Dependency of aluminum droplet shapes on applied currents 
under earthbound conditions: / (peak) = 441 A for the upper droplet and 
/ (peak) = 339 A for the lower one 

is also smaller in Fig. 1(b). Thus, an increase in the applied 
current may not necessarily bring up the temperature of the 
droplet, as intuitively expected, and indeed for this particular 
case under consideration, that may well result in an opposite 
effect. From numerical experiments, further increasing the cur­
rent to push the droplet up to a point at which the total Joule 
heating is increased, a higher temperature level is possible; the 
surface deformation becomes different, however (Song, 1996). 
The local deformation of the liquid droplet also has an effect 
on the temperature distribution, though not as large as that 
described above. For the case in Fig. 1(a), the temperature was 
30 K higher if the droplet was assumed spherical. These results 
clearly suggest that accurate thermal consideration must be 
made together with the droplet deformation and its position in 
a levitation system and that the developed BE/FE code can be 
a very useful tool for this purpose. 

In induction heating, frequency is an important parameter 
and its effect on a levitated droplet in fact is not yet well 
understood. From Eq. (24), it is readily shown, with I„+U1(x) -> 
e'lfx as x -> oo, that the lifting force may be approximated by 
the following expression when the electromagnetic skin depth 
is small, or k is very big: 

N N 

Fz= X X h lj s m «( sin as 
2 ; = i j = i 

x £ f i ( c o s a f ) P ^ , ( c o s a y ) ( a_Y(±Y+1 

J _ 2w + 1 ] 

It is thus obvious that the lifting force goes up, and asymptoti­
cally approaches a constant, as the applied frequency increases. 
This suggests that a larger lifting force will be obtained for an 
exciting field with a higher frequency. Figure 8 shows the effect 
of applied frequency on the droplet shapes in the levitation 
system. The results are consistent with this equation in that a 
higher frequency provides a higher lifting force and thus the 
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Fig. 8 Effect of applied frequency on the deformation of aluminum drop­
let shapes: The frequency = 436 kHz for the upper droplet, and 218 kHz 
for the lower droplet. 

ever, as pointed out earlier, there exists a drop in the Joule 
heating as the sample moves away from the lower coils, as a 
result of the current configuration. Comparison of Figs. 7 and 
9 clearly indicates that the increase in the Joule heating resulting 
from a higher frequency was not enough to compensate for the 
decrease caused by a larger distance between the sample and 
the lower coils, thereby giving rise to a lower temperature level 

Fig. 7 The steady-state temperature distribution in the magnetically de­
formed aluminum droplets as a function of different applied currents: (a) 
I (peak) = 339 A and (b) / (peak) = 441 A. Temperature is in K. 

droplet is pushed upward toward the stabilizing coils. There is 
only a slight change in the free surface shape, but the basic 
conical shape is maintained, reflecting the influence of the bas­
ket shape of coil sets. 

For this particular system, the total time-averaged Joule heat­
ing and also the temperature level in a levitated sample increases 
with the square root of the applied frequency (Li, 1993). How-

Fig. 9 Temperature distribution in liquid aluminum droplet magnetically 
levitated in normal gravity with an applied frequency of 436 kHz. Temper­
ature is in K. 
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Fig. 10 Schematic representation of coil configuration used in TEMPUS 
system with dimensions in mm for magnetic levitation applications in 
microgravity 

in the sample. It is also noted that because the sample is closer 
to the upper coils, the Joule heating distribution becomes more 
uniform; as a result of that, the temperature difference in the 
levitated droplet is smaller with a higher applied frequency. 

(B) Levitation in Microgravity. While the basic formulas 
and the numerical model described above can be used with 
relatively little modification to study magnetic levitation in mi­
crogravity, some basic differences between the two types of 
levitation are worth noting. Figure 10 shows the coil design 
used in the TEMPUS device for microgravity applications. The 
device has been flown on the Space Shuttle and has been used 
to carry out some interesting studies on thermal property mea­
surements and undercooling experiments (Szekely et al„ 1995). 
The TEMPUS device uses two types of coaxial coil, all of the 
same diameter. This is an obvious modification. As the gravity 
in space is negligible as far as levitation is concerned, a strong 
upward force or lifting force becomes basically unneeded. Thus, 
the basket shape coil design is replaced by a set of coaxial 
coils. There are a total of twelve coils in the system, eight for 
positioning and four for heating. As for the eight positioning 
coils, there are four above and four below the equator plane of 
a sample to be levitated, and the currents flow in the opposite 
directions in the upper and lower coils. This coil configuration 
generates a quadrupole field and provides a positioning force 
to prevent the sample from drifting in space. There are addi­
tional four coils, symmetrically placed above and below the 
sample. These coils generate a dipole field and thus provide the 
needed heating or squeezing action for certain space experi­
ments (Schwartz et al„ 1992). Current conditions are also dif­
ferent. In general, lower current with a lower frequency is ap­
plied in the positioning coils and higher current with a higher 
frequency in the heating coils. 

The boundary/finite element model was applied to study the 
free surface deformation and temperature distribution in a liquid 
metal droplet magnetically positioned in microgravity. The ther­
mal and physical data used for the calculations presented below 
are given in Table 2, unless otherwise indicated. A typical calcu­
lation required 35 minutes for free surface shape prediction and 
additional several seconds for temperature distribution on a 
DEC Workstation (Model 3000/300). 

Figure 11 plots the numerical, analytical, and experimental 
results of the vertical lifting force and total time-averaged Joule 
heating or power absorption produced by positioning coils only 

Parameters Value Units 

Density of liquid silver 9,346 Kg/m3 

Electro-conductivity of 

liquid silver 6.0x10« (Q-m)-l 
Frequency (positioning) 1.44x105 Hz 
Applied current (peak, positioning) 140 A 
Frequency (heating) 4.27xl05 Hz 
Applied current (peak, heating) 200 A 
Radius of initial sphere 5.0x10-3 m 
Thermal conductivity of liquid silver 193.5 W/mK 
Environment temperature 298 K 
Emissivity 0.3 
Surface tension of silver 0.903 N/m 

for a copper sphere. The analytical results were obtained using 
Eq. (23). Clearly, these results are in excellent agreement, 
validating once again the boundary and finite element model 
developed. 

Figure 12 shows the numerically calculated result of free 
surface deformation of a silver droplet with an initial spherical 
diameter of 5 mm, magnetically positioned and heated by the 
TEMPUS device in microgravity. Apparently, the sample defor­
mation is symmetric and mainly determined by the balance 
between the surface tension and the induced Lorentz force along 
the surface, as expected. The droplet is squeezed at the middle 
plane by a strong electromagnetic force generated there, and 
the liquid is pushed symmetrically both downward and upward 
away from the equator. This symmetric deformation of a droplet 
produced by the electromagnetic force represents a unique phe­
nomenon in microgravity, which makes it possible to measure 
the surface tension and viscosities of highly reactive materials 
or undercooled melts; these measurements are otherwise impos­
sible on Earth (Herlach, 1991; Egry et al„ 1992; Bayazitoglu 
et al., 1996). The center of mass remains unchanged as a result 
of the absence of gravity effect. For this system, the squeezing 
force is mainly contributed by the heating coils and the position­
ing coils play only a minor role. These have been shown by 
numerical experiments and are also expected from the consider-

r 
- 3 - 2 - 1 0 1 2 

Position of sample in vertical axis(mm) 

Fig. 11 Numerical, analytical, and experimental results of lifting force 
on and power absorption in a 10-mm-dia copper sphere {<r = 5.903 x 
1071/fi-m) induced by TEMPUS positioning coils only according to the 
sample positions along the vertical axis 
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Fig. 12 Magnetically deformed free surface shape (solid curve) of a 
silver droplet in TEMPUS system under microgravity conditions. The de­
formation comes primarily from heating coils. The initial shape is plotted 
as a dotted line for comparison. 

ation of the magnetic field configuration. As the heating coils 
have higher currents as well as higher frequency, they produce 
a higher Lorentz force. Also because the current direction of 
both the upper and lower heating coils is the same, their effects 
are additive and thus produce a force strongest at and weaker 
away from the equator plane, thereby pushing the liquid inward 
there. The positioning coils, on the other hand, have a lower 
current with a lower frequency, and in addition the current in 
the upper and lower positioning coils is out of a phase angle 
of 180. Thus they produce a weaker force field with a zero force 
at the equator and their effects on squeezing can be ignored in 
comparison with the heating coils. 

It is noteworthy that for the system under consideration in 
which two different frequencies are applied, the total time-aver­
aged Joule heating and time-averaged surface magnetic pressure 
for the temperature and surface deformation computations were 
obtained by slightly modifying Eqs. (5) and (9), 

Q = I I AT f "Rs(J(ion)e^')-Re(J(u>m)eJ^)dt (33) 
, , air, Jo 

m = l m = l w u 

Pm = I I r-V P Re <v x (A(u>»)eWj>)) 
„=i ,„=, 2»T„ Jo 

X Re (V X (A(u„)eJ^4>))dt (34) 

where Tu = 27r(wr' + ^ 2 ' ) -
The corresponding steady-state temperature distribution in 

the silver droplet is illustrated in Fig. 13. The dipole field effect 
of the heating coils is once again evident. The Joule heating 
reaches a maximum (Li, 1993) near the equator plane and 
decays rapidly both radially inward and along the surface toward 
the two poles. This type of heating is very similar to that pro­
duced if a single coil were placed at the equator plane of the 
droplet. Of course, a two coil system so placed in TEMPUS 
should provide a more uniform heating and thus a more uniform 
temperature distribution. The calculations also showed that 
while the thermal distribution is similar, a temperature of about 
100 K higher would be predicted if the local deformation were 
neglected and the sample were assumed to be a perfect sphere. 

It is remarked here also that in real operation a sample is heated 
for a certain period of time and may not always reach a steady 
state; as such the temperature may not be as high as shown 
here. Nonetheless, our calculations show that the temperature 
profile during most of the transient stage is similar and the 
results presented here represent an upper limiting case (Song, 
1996). 

In contrast with the strong droplet deformation and heating 
effect of the heating coils, the positioning coils are designed 
mainly to keep the droplet from drifting in space. It is of interest 
to know what effect the positioning coils would have on a liquid 
droplet. Figure 14 shows the steady temperature and droplet 
deformation of the silver sample under the action of positioning 
coils only. Apparently, the positioning coils produce a barely 
noticeable departure from sphericity. However, the temperature 
distribution in the droplet is much different from that generated 
by the heating coils (cf. Fig. 13). It is much more uniform and 
demonstrates the quadrupole effect produced by the positioning 
coils. The maximum temperature occurs at two locations sym­
metric about the equator plane and the minimum temperature 
at the equator plane. The temperature level is much lower, in 
fact about 327 K below the melting point of the silver, indicating 
that the droplet is at a substantially large undercooling stage. 
This temperature change should not come as a surprise in that 
the positioning coils are out of a phase angle of 180 deg and 

Fig. 13 The corresponding temperature distribution in the silver droplet 
calculated by the boundary and finite element model. The heating effect 
comes predominantly from heating coils and positioning coils assume 
only a minor role. Temperature is in K. 
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thus produce a canceling effect at the equator plane and hence 
a lower temperature. 

To keep the silver droplet at a temperature higher than its 
melting point, a higher current must be applied in the position­
ing coils. This will result in a larger surface deformation of the 
droplet. The effect of a higher positioning current on the droplet 
deformation and temperature distribution appears in Fig. 15. It 
is seen that the positioning coils deform the droplet in a different 
manner from the heating coils in that the largest deformation 
occurs at the position around which the maximum temperature 
also occurs. The liquid is bulged out near the equator where 
the induced Lorentz force experiences a minimum and there the 
liquid is held up mainly by surface tension. The temperature 
contour is similar to that in Fig. 14, with a lowest temperature 
at the equator plane, and the temperature distribution is also 
very uniform. However, the difference between the maximum 
and minimum temperatures is slightly bigger. 

VI Concluding Remarks 

This paper has presented a coupled boundary and finite ele­
ment analysis of electromagnetic, free surface deformation and 
thermal problems in magnetic levitation systems under both 
normal and microgravity conditions. For induction heating 
problems such as those encountered in magnetic levitation sys­
tems, the coupled boundary and finite element approach is per­
haps the best choice. This is because by placing the finite ele­
ments in the regions of interest and boundary elements in other 
regions that extend to infinity, considerable computing time can 
be saved, especially when an iterative procedure, as is required 
for free surface calculation, is used. A computer code that com­
bines the coupled boundary and finite element formulation as 
its core with an iterative procedure enhanced with automated 
remeshing capability was developed and tested against available 
analytical solutions as well as experimental measurements. With 
the tested computer code, numerical analysis was conducted of 
the free surface deformation and temperature distribution in 
magnetically levitated droplets on earth and in microgravity 
environment. Results showed that an accurate assessment of the 
temperature distribution in a magnetically levitated droplet must 

Fig. 14 Numerically computed surface deformation and corresponding 
temperature distribution in a silver droplet induced by positioning coils 
only in TEMPUS system under microgravity conditions. Temperature is 
in K. 
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Fig. 15 Dependency of free surface deformation and temperature distri­
bution in a silver droplet on the applied currents for positioning coils in 
TEMPUS system under microgravity conditions. Heating coils are turned 
off and the applied current for positioning is / (peak) = 270 A. The dotted 
line represents the original spherical shape. Temperature is in K. 

be made along with the effect of droplet deformation, including 
the bulk movement, for magnetic levitation systems. The in­
duced Lorentz forces play an important role in free surface 
deformation. When magnetically levitated in normal gravity, a 
droplet assumes a conical shape with its apex pointing down­
ward. The temperature distribution in the droplet is such that a 
higher spot occurs in the lower portion of the droplet facing the 
lower set of coils. For a magnetically positioned droplet in 
microgravity, on the other hand, surface deformation is caused 
primarily by the heating coils. Also the deformation is quite 
symmetric such that the droplet is squeezed at the equator plane 
and liquid bulges out at two poles. The positioning coils, how­
ever, generate only a very slight deformation. The Joule heating 
from the positioning coils is also much lower and in fact is not 
even enough to keep the silver sample above the melting point 
under normal operation conditions. In addition, the temperature 
profiles are different for heating and positioning coils. An in­
crease of the current in positioning coils can result in a larger 
surface deformation but the droplet assumes a different equilib­
rium shape from that induced by the heating coils. 
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An Integral Method for the 
Compressible Laminar Boundary 
Layer  

A. Pozzi1 and L. Mazzei2 

Introduction 
One of the main drawbacks of integral methods, from the 

first method described by Pohlhausen (1921), through the well-
known method of Thwaites (1949), the more accurate method 
of Jarre (1974), and up to more recent ones (Thomas and 
Amminger, 1988; Wherle, 1988), has been the quick degrada­
tion of their accuracy near separation. 

The method presented here is able to achieve different de­
grees of accuracy for compressible boundary layers, even close 
to separation, and is easily generalized to unsteady flows. It 
is the extension to the compressible regime, where the strong 
interaction between the momentum and energy equations makes 
the task a nontrivial one, of the successful method for incom­
pressible flows proposed by Pozzi and Teodori (1993). 

Basic Equations 

We start from the steady compressible two-dimensional lami­
nar boundary layer equations in nondimensional form: 

(pu),x + (pv),y = 0 

p(UU,x + VUj) = peUeUeiX + (M«,_y),, 

l ) ( P r - 1)M2 

P(uS,s + vS,y) = (-±^ + ty: 

Pr PrHel 

(1) 

(2) 

(lAUUty)ty ( 3 ) 

Here, the subscripts after the comma denote differentiation, the 
subscript e values at the outer edge of the boundary layer, u 
and v are, respectively, the x and y components of the velocity, 
p the density, p the viscosity coefficient, \ the thermal conduc­
tivity, Pr the Prandtl number, M the Mach number, y the specific 
heat ratio, H the total enthalpy, S = (H/He) - 1 and Hea = HJ 
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(C,,Tr), Cp being the specific heat at constant pressure, and 
Tr the reference temperature. All quantities here are implicitly 
regarded as nondimensionalized with respect to some reference 
state (i.e., free-stream conditions). The boundary conditions 
are u(x, 0) = v(x, 0) = 0 and u(x, °°) = ue(x). 

Before applying the integral method, we transform Eqs. (1) -
(3) by taking the new independent variables X = /* A"'dx, 

Y = P0A{plps)v^V2dy, and the new "velocity" components 
U = ulA and V = A~'"[UY^ + v{plps)v7u2]. This is the 
Illingworth-Stewartson-Dorodnitzin transformation (Stewart-
son, 1964). Here, the subscript s denotes stagnation conditions, 
A = aja,„ a being the speed of sound, v is the kinematic 
viscosity and m = (3y — l ) / ( y - 1). The result is the "quasi-
incompressible' ' form of Eqs. (1) - (3): 

U,x + VY = 0 (4) 

UUrt + VU,y = U.yy + (1 + SwS + )UeUe,X (5) 

' Pr 

1)M2A2 

(U2\Yy (6) 

where the subscript w indicates the value of a quantity at the 
wall and S+ = S/Sw. 

These transformed equations are the basis for the application 
of the integral method, as described by Pozzi and Teodori 
(1993). Proceeding from there, we obtain four equations in the 
X coordinate only: 

UJ3HJC + 2HUe,x(<* + 2/3) + lU.Hfix 

= 2Ut,z - 2X
+HSwUe,x 

HxUe(MI2 - a21 A) + H[Ue,x(2M - a2/2) 

+ Ue(M - A0,x + UeD + SWU„,XP + ] = 1 

h Pr(hUed) = - St,z 

SAdi + d2)(H,xUe + 2HUeJC) + 2SwHUe(dux + d3) 

2S„ (y - l )(Pr - \)M2A2U2
e 

Pr Pr#„ 

(7) 

(8) 

(9) 

(10) 

where h(x) is an unknown function, z = Y/h(x) and H - h2. 

The expressions for the other parameters are a = / (1 — 

U+)dz, 0 = f™U+(l - U+)dz, x+ = !as+dz (related to the 
displacement and momentum thickness of the boundary layer 
as in Cohen and Reshotko, 1956), N = /0°°z(l - U+)dz, 

M = /;Z[i - (u+)2]dZ, D = £ a - u+) r0 u:xdzdZ, 
P+ = rozS+dz, d = J7 S+U+dz, ^ = J0™ zS+U+dz, d2 = 

/ J S+ SI U+dzdz, d3 = / ; S+ SI U$dzdz. 
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Solution Method 
The solution of the ordinary differential equations derived in 

the preceding section proceeds as follows: First, U+ and S+ are 
expanded in a Taylor series up to a finite order and the remainder 
is approximated. The approximation of the velocity profile U+ 

was discussed in detail by Pozzi and Teodori (1993); here, 
we need to introduce an additional unknown function hT(x) to 
account for the different thickness of the dynamic and thermal 
boundary layer. Hence, we define zT = Y/hT; and similarly to 
what was done for U+, we express the enthalpy profile as 

n-\ 

S+ = 1 - Z"T+ X qr(Z"T- Zr
T), 

where n is the degree of the approximation, Z7 is the thermal 
counterpart of Z as defined for U + by Pozzi and Teodori (1993), 
and r! qr is the rth derivative of S+ with respect to ZT evaluated 
at the wall. 

With these approximate profiles, we evaluate all the integral 
parameters (a, J3, ...) previously defined and express all the 
derivatives of U+ and S+ in terms of the integral parameters. 
This results in a number of coupled ODEs depending on the 
order of the approximation, which can be solved using, for 
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example, a Runge-Kutta method. Note that the numerical ODE 
solver is the only source of error on top of the approximation 
of the remainder in the Taylor series. 

For more details on the handling of these equations, refer to 
the work of Pozzi and Teodori (1993), where all the main ideas 
are laid out. For the specific calculations and the details of the 
compressible case, contact the second author. 

Compressible Regime Results 
We observe that the integral method applied to the trans­

formed equations yields a result of the same order of accuracy 
as found in the incompressible case. Results from the first ap­
proximation are compared to data computed from the exact 
solution for plane stagnation flow (Bianchini et al., 1993). Fig­
ures 1 and 2 show, respectively, the evolution with X of («/ 
Ue)Wiy and SWiY for two different Mach numbers. The error, 
of a few percent for the first approximation, is similar to the 
incompressible case, and the discrepancy is due mainly to the 
approximation of the initial conditions (see Pozzi and Teodori, 
1993). Higher accuracy can be achieved in this case, too, by 
increasing the order of the approximation for the velocity and 
enthalpy profiles, resulting in a more accurate prediction of 
separation whenever it occurs. 
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Solution Method 
The solution of the ordinary differential equations derived in 

the preceding section proceeds as follows: First, U+ and S+ are 
expanded in a Taylor series up to a finite order and the remainder 
is approximated. The approximation of the velocity profile U+ 

was discussed in detail by Pozzi and Teodori (1993); here, 
we need to introduce an additional unknown function hT(x) to 
account for the different thickness of the dynamic and thermal 
boundary layer. Hence, we define zT = Y/hT; and similarly to 
what was done for U+, we express the enthalpy profile as 
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where n is the degree of the approximation, Z7 is the thermal 
counterpart of Z as defined for U + by Pozzi and Teodori (1993), 
and r! qr is the rth derivative of S+ with respect to ZT evaluated 
at the wall. 

With these approximate profiles, we evaluate all the integral 
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example, a Runge-Kutta method. Note that the numerical ODE 
solver is the only source of error on top of the approximation 
of the remainder in the Taylor series. 

For more details on the handling of these equations, refer to 
the work of Pozzi and Teodori (1993), where all the main ideas 
are laid out. For the specific calculations and the details of the 
compressible case, contact the second author. 

Compressible Regime Results 
We observe that the integral method applied to the trans­

formed equations yields a result of the same order of accuracy 
as found in the incompressible case. Results from the first ap­
proximation are compared to data computed from the exact 
solution for plane stagnation flow (Bianchini et al., 1993). Fig­
ures 1 and 2 show, respectively, the evolution with X of («/ 
Ue)Wiy and SWiY for two different Mach numbers. The error, 
of a few percent for the first approximation, is similar to the 
incompressible case, and the discrepancy is due mainly to the 
approximation of the initial conditions (see Pozzi and Teodori, 
1993). Higher accuracy can be achieved in this case, too, by 
increasing the order of the approximation for the velocity and 
enthalpy profiles, resulting in a more accurate prediction of 
separation whenever it occurs. 
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pcpalpwc„l 
b*, c* = dimensionless parameters defined by Eq. (6) 
cp, c„ = fluid and wall specific heats at constant 

pressure 
h = heat transfer coefficient 
k = thermal conductivity of fluid 
/ = wall thickness 

Nu0 = outside Nusselt number = halk 
r, R = radial coordinate, dimensionless radial 

coordinate = rla 
s = Laplace transform parameter 
t = time 

T(r, z,t) = fluid temperature 
T0,T = cycle mean temperature, reference temperature 

U = mean velocity 
W(x) = function related to error function 

z, Z = axial coordinate, dimensionless axial 
coordinate = az/Ua2 

a = thermal diffusivity of fluid 
AT„ - amplitude of inlet oscillations 

6(R, Z, r ) = dimensionless temperature = (T(r, z, t) -
T„)AT0 

#« = dimensionless reference temperature = (T„ — 
r„)(i + 0/AT;) 

p, p„ - fluid mass density, wall density 
r = dimensionless time = at Ia2 

tp(Z) = dimensionless periodic part of I/J 
u> = frequency of oscillations 
fl = dimensionless frequency of oscillations = 

uja2la 

~ = Laplace transform of 

periodically with time. Convection from the ambient medium 
is accounted for through a constant heat transfer coefficient. In 
this analysis, the effect of the duct wall heat capacity is taken 
into account and the slug flow model is assumed. A formal 
solution to this problem leads to a complex Sturm -Liouville 
problem, which is avoided here by applying the Laplace trans­
form to the equations and the boundary conditions. Of particular 
interest is the determination of the amplitudes and phase lags 
for the wall temperature, fluid bulk temperature, and wall heat 
flux as function of the physical parameters of the problem. 

Analysis 
The problem considered here is that of a hydrodynamically 

developed laminar fluid flow inside a circular duct of radius a 
and wall thickness. The fluid temperature at the duct entrance 
varies periodically with time. Convective heat exchange from 
the ambient outside and the duct wall thermal capacity effects 
are considered, while axial conduction and viscous dissipation 
effects are neglected. It is assumed that the thermophysical 
properties of the wall and fluid are constant. Furthermore, a 
slug flow idealization of the actual velocity field will be utilized. 
Under these conditions, the temperature field is described by 
the energy equation in dimensionless form: 

86(R,Z,T) 88(R,Z,r) 

8T 

subject to: 

dZ 

8(R, 0, r ) = e" and 

_ 1 8 
~~ R8R 

R86(R,Z,r) 
8R 

(la) 

86(R, 
8R 

Z,T) 
= 0 

R-0 

(\b,c) 

8R 

Introduction _ d9(R, Z, T ) 

The growing interest in transient heat transfer problems has 
been stimulated by the increasing need to understand the dy­
namic behavior of heat exchanger devices. This has led to an 
increased number of papers on thermal transients in tubes and 
ducts. Many of these investigations have attacked the problem 
of the transient heat transfer initiated by a timewise variation 
of wall temperature, wall heat flux, or internal heat generation. 
Thermal transients can also be imposed by timewise variation 
of the fluid temperature at the inlet. Nevertheless, available 
work on this subject is still limited. 

Sparrow and DeFarias (1968) have analytically studied the 
transient conjugate problem of a slug flow inside a parallel plate 
duct with a periodically varying inlet temperature. The series 
solution presented by these authors results in a complex eigen­
value problem. A trial and error procedure was employed for 
the numerical evaluation of the real and imaginary parts of the 
eigenvalues. Their work was advanced by Cotta et al. (1987) 
by extending it to a circular duct, and by adopting the sign-
count method for the determination of the complex eigenvalues. 
A theoretical and experimental study of laminar forced convec­
tion in the thermal entrance region of a parallel duct was pre­
sented by Kakac et al. (1990). In their analysis, duct wall 
thermal capacity and convection from the ambient were ac­
counted for, and the fluid inlet temperature was varied periodi­
cally with time. Their analytical solution was obtained through 
the generalized integral transform technique. Travelho and San­
tos (1991) solved the Sparrow and DeFarias problem (1968) 
by using Laplace transform. An important aspect of this solution 
is the absence of complex eigenvalues, which usually appear 
in problems of that type. Santos and Travelho (1993) advanced 
their analysis further by considering convection interaction with 
an ambient medium outside the parallel plate duct. 

The present work is concerned with the analytical solution of 
the transient laminar forced convection in the thermal entrance y(R> 0, r ) = e' 
region of a circular duct with an inlet temperature that varies 

1 86(1, Z, T) 

a* 8T 
+ N U O [ 0 ( 1 , Z , T ) - 0 » ] ( Id ) 

The boundary condition given by Eq. (Id) was obtained from 
the energy balance on the duct wall, by assuming a conjugated 
condition. The dimensionless parameter a*, which appears in 
Eq. (Id), characterizes the effect of duct wall capacitance to 
heat transfer, and Nu0, an indication of the effectiveness of heat 
transfer to the ambient. 

Equation (1), subject to the conditions in (Ib-d), can be 
split into two parts by using 0(R, Z, r ) = {(R, Z) + y(R, 
Z, T ) . In this way, £(R, Z) is the solution of the following 
problem: 

with £(/J,0) = 0 (2a, b) 
8£(R,Z) 1 8 

8Z R8R 
R 8£(R,Z) 

8R 

8i(R, Z) 
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8R R = l 

= 0 and 

+ Nu 0 [£( l ,Z) - 0„] = 0 (2c, d) 

and y(R, Z,r) satisfies the problem 
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and 
8y(R, Z, r) 
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= 0 (3b, c) 
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1 dy(l, Z,T) 

8T 

is obtained from the table given by Roberts and Kaufmann 
(1966) as 

+ Nu 0 y( l ,Z , r ) = 0 (3d) £„,(Z) = £(1,Z) = & J 1 -

The temperature function y(R, Z, r ) is assumed to be of 
the form y(R, Z, r ) = tf/(R, Z)e'"iT~z\ By introducing this 
assumption into problem (3), one obtains 

dty(R,Z) _ 1 d 

dZ ~ RdR 
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<P(R, 0) = 1 

d<p(R, Z) 

dil/(R,Z) 

9R 

dip(R,Z) 

OR 

0 = s 7 ? = s l , Z a 0 (4a) 

= 0 and 

dR 
+ c* tK l ,Z ) = 0 (4b,c,d) 

The starred symbols are defined as follows: 

c* = Nu0 + ib*, b* = — = uaP»cJ (5f l i b) 

Method of Solution 
A closed-form solution to the problem (2) and (4) can be 

obtained by the method of separation of variables, which leads 
to a characteristic-value problem. Both problems yield complex 
eigenvalues. The main difficulty associated with the analytical 
solution of these problems has been to evaluate the eigenvalues 
of the resulting complex transcendental equations. In order to 
avoid the need to obtain the complex eigenvalues, the present 
work solves problems (2) and (4) by using the Laplace trans­
form technique. By taking the Laplace transformation with re­
spect to the variable Z, Eqs. (2a-d) become 

s£(R,s) = -^~ 
RdR 

R 
dZ(R,s) 

8R 
(6a) 

d£(R,s)\ 

OR 
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dt(R, s) 
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id + NuJ £(1,5) = 0 (6b, c) 

where £(/?, s) is defined as being | ( R , s) = Lim£(7?, Z) = 

Ĵ ° £(R, Z)e~sZdZ, and .$ is the Laplace transform parameter. 
The solution to problem (6) in the transformed plane is given 

by 

inf , N u A / o ( ^ R) ,_* 
£(R,s) = 1 ? w- (7) 

where 70 and 7, are the modified Bessel functions of the first 
kind. 

The main objective of this work is to determine the quantities 
of interest such as the wall temperature, the fluid bulk tempera­
ture, and the wall heat flux. As mentioned before, the solution 
to problem (1) is sought in the thermal entrance region. This 
situation occurs for small values of Z, corresponding to large 
values of s in the transformed plane. Therefore, after setting R 
= 1 in Eq. (7) and introducing the large argument expansions 
of the Bessel functions (two terms) of Eq. (7), as given by 
Abramowitz and Stegun (1964), and after expanding the re­
sulting expression in terms of the conventional method of partial 
fractions, the inverse transform (see Santos and Travelho, 1993) 

1 
•[r?1e"'zerfc(-?71Vz) 

(Vi ~ %) 

- 772e"2zerfc(-?72i/z)] I (8) 

where r\\ and rj2 are obtained by r\\ = - Nu„/2 ± [Nu„/2 (Nu„/ 
2 - l ) ] " 2 . 

This expression becomes indeterminate for Nu„ = 2. This 
indeterminacy arises due to the two-term approximation. It can 
be eliminated by using the L'Hospital's rule, resulting in 

UZ) = ft. 1 + 2 (1 + 2Z)ezerfc(Vz") 

for Nu„ = 2 (9) 

The wall heat flux -qh(Z) is given by £„ = -d£(R, Z)ldR\R^. 
From Eq. (2d), one obtains 

UZ) = - , N " A , [vie"'z erfc ( - „ , Vz) 

- 772e"'zerfc(-7ji2\/Z)] for Nu„ * 2 (10a) 

UZ) = 2ft. 2 J - ~ (1 + 2Z)e z er fc ( ) /z ) 

forNu„ = 2 (I0b) 

The permanent fluid bulk temperature U%) is obtained from 
its definition &(Z) = 2j"0'i?£ (R, Z)dR. By applying the La­
place transform with respect to Z, and inserting Z,(R, s) from 
Eq. (7) , one obtains after a direct integration, the following 
equation 

&(') = 
2ft„Nu„ h(is) 

sin fsltifs) + NuJ0({s) 
(11) 

The inverse transform of Eq. (11) is obtained by using a 
similar procedure used in Eq. (7). Therefore, for Nu„ =£ 2 

&(Z) = 2ft„ 2 + , N U° , - ^ z e r f c ( - 7 7 l V Z ) 

— e^ erfc (-T)2 Jz) (12a) 

1 - 2 . / - + 2Zez erfc (Jz) UZ) = 4ft„ 

for Nu0 = 2 (12b) 

The reader should notice that the £W(Z), UZ), and £*,(Z) 
are complex numbers due to the (1 + ;') factor in 8„. This 
means that the real and imaginary temperatures will behave in 
the same way, since the only expected difference will be in the 
transient part of solution. 
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Fig. 1 (a) Axial distributions of amplitudes and phase lags for dimen-
sionless wall temperature for various values of b* (Nu„ = 0.1) 
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Problem (4) can be solved by using a procedure similar to 
that used in problem (2). In this way, the periodic dimen-
sionless wall temperature, wall heat flux, and fluid bulk temper­
ature are given, respectively, by 

<MZ) B <A(1, Z) = - — ~ - [\,^zerfc ( - \ VZ) 
(hi - \2) 

- \2e^zerfc(-\2\/z)] (13) 

dil>(R, Z) 
<A*(Z) -

dR 
= c*i//(l,Z) (14) 

^ ( Z ) = - 3 
2 c * 

(X, - \ 2 ) 
f e x ? z e r f c ( - \ , V z ) 

- e x t z e r f c ( - \ 2 i / Z ) 
\ 2 

(15) 

where \ , and \2 are obtained by \ 2 = - c*/2 ± [c*/2 (c*/2 
- 1)]1 / 2 . The periodic parts of the interesting quantities ob­
tained above can be presented in terms of amplitudes, A(Z) = 
|i/KZ)| and phase lags, <£(Z) = tg'l[Im(ij/)/Re(,ip)] - fiZ. 

Results and Discussion 

The analytical solution indicates that the calculated quantities 
depend on the parameter £>*, which represents the ratio between 
the thermal capacity of the wall and the heat transfer by conduc-
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tion across the fluid, and Nu0, the effectiveness heat transfer to 
the ambient, and the axial coordinate Z. Amplitudes and phase 
lags of these quantities were evaluated for representative values 
of b* and Nu0 over a range of possible values. For Nu0 = 0, 
the effect of external convection is eliminated and in this case, 
the insulated wall problem is recovered. If b* = 0 (a* -* °°), 
the effect of heat capacity at the wall can be neglected, and 
therefore, one obtains the problem for time-varying inlet tem­
perature without a participating wall. 

Amplitudes and phase lags for dimensionless wall tempera­
ture, related to the parameters given above, are plotted as a 
function of the dimensionless axial coordinate in Figs. 1 (a-c). 
As shown in these figures, the oscillations in the thermal en­
trance region are influenced by b * and Nu0. When Nu„ is small, 
i.e., when the external thermal resistance is larger, the oscilla­
tions in the thermal entrance region depend strongly on b*. For 
larger values of b*, the thermal wave has little penetration 
along the duct length, rapidly decaying with the axial distance. 
Therefore, oscillations in fluid temperature are damped within 
a short distance from the duct inlet. This is expected due to 
larger thermal capacitance of the wall. For small values of b*, 
the thermal wave has a penetration more gradual along the duct 
because of smaller wall thermal capacitance, requiring a longer 
length for the same energy to be stored in the wall. For larger 
values of Nu„, i.e., when the external thermal resistance is very 
low, the influence of b* on the oscillations in the thermal en­
trance region is much smaller. Bulk temperature amplitudes and 
phase lags (not shown) present similar behavior to those shown 
for wall temperature. However, for the bulk temperature, the 
effects of both b * and Nu0 are less pronounced. Bulk tempera­
ture amplitudes are less attenuated than those for the wall 
temperature. 

The influences of b * and Nu0 on the dimensionless wall heat 
flux amplitudes and phase lags were also investigated. For small 
values of Nu„, the amplitudes for wall heat flux are larger for 
larger values of b *. This is expected since due to a larger wall 
heat capacitance more heat is transferred to the wall. As Nu„ 
increases, i.e., when the external thermal resistance decreases, 
the amplitudes for wall heat flux increase independently of the 
wall thermal capacity. 
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Conjugate Heat Transfer for 
Developing Flow Over Multiple 
Discrete Thermal Sources Flush-
Mounted on the Wall 

J.-J. Hwang1 

Nomenclature 
De = duct hydraulic diameter = 2 (WH)/(W + H) 

H = duct height 
kf = air conductivity 
ks = conductivity of the substrate material 
L = heat source length 

Nu = local Nusselt number 
Nu/, = source-averaged Nusselt number 

qh = convective heat from the thermal source = 

$L
0kf{dTldY)Y=aWdX 

qin = electronic power supplied by thermal foil 
Re = Reynolds number = U Delv 

S = spacing between discrete heat sources 
T0 = air temperature at duct inlet, i.e., room 

temperature 
Tw = local wall temperature 
Tu = free-stream turbulence intensity = u'lU 

U = average duct flow velocity 
u' = streanrwise velocity fluctuation 
W = duct or source width, see Fig. 1 

X, Y, Z = coordinate, see Fig. 1 
v = fluid kinematic viscosity 

Introduction 

Cooling of electronic equipment must be considered when 
designing such systems. Electronic chip and device tempera­
tures must be maintained below a safe functional limit. Many 
cooling schemes are available for such tasks. One scheme that 
has received much attention is convection by naturally induced 
or forced flow. In addition, numerous studies have investigated 
the heat transfer from multiple heating devices mounted on an 
otherwise adiabatic wall to examine the capability of a convec­
tion scheme. Relevant works include Jaluria (1982, 1985a) and 
Park and Bergles (1987) for natural convection, along with 
Kraus and Bar-Cohen (1983) and McEntire and Webb (1990) 
for forced convection. However, printed circuit boards normally 
have a finite conductivity; such devices can influence heat trans­
fer performances of each other through convection in the flow 
as well as conduction in the substrate. Therefore, the conjugate 
heat transfer related to electronic cooling has recently drawn 
much attention (Jaluria, 1985b). Ramadhyani et al. (1985) per­
formed conjugate analysis of forced convection from small iso­
thermal heat sources embedded in a large substrate for a hydro-
dynamically fully developed laminar channel flow. Incropera et 
al. (1986) experimentally and theoretically examined the prob­
lem of flush-mounted isothermal heat sources embedded in a 
wall of the horizontal channel with a hydrodynamically fully 
developed laminar or turbulent flow. The behavior of the surface 
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tion across the fluid, and Nu0, the effectiveness heat transfer to 
the ambient, and the axial coordinate Z. Amplitudes and phase 
lags of these quantities were evaluated for representative values 
of b* and Nu0 over a range of possible values. For Nu0 = 0, 
the effect of external convection is eliminated and in this case, 
the insulated wall problem is recovered. If b* = 0 (a* -* °°), 
the effect of heat capacity at the wall can be neglected, and 
therefore, one obtains the problem for time-varying inlet tem­
perature without a participating wall. 

Amplitudes and phase lags for dimensionless wall tempera­
ture, related to the parameters given above, are plotted as a 
function of the dimensionless axial coordinate in Figs. 1 (a-c). 
As shown in these figures, the oscillations in the thermal en­
trance region are influenced by b * and Nu0. When Nu„ is small, 
i.e., when the external thermal resistance is larger, the oscilla­
tions in the thermal entrance region depend strongly on b*. For 
larger values of b*, the thermal wave has little penetration 
along the duct length, rapidly decaying with the axial distance. 
Therefore, oscillations in fluid temperature are damped within 
a short distance from the duct inlet. This is expected due to 
larger thermal capacitance of the wall. For small values of b*, 
the thermal wave has a penetration more gradual along the duct 
because of smaller wall thermal capacitance, requiring a longer 
length for the same energy to be stored in the wall. For larger 
values of Nu„, i.e., when the external thermal resistance is very 
low, the influence of b* on the oscillations in the thermal en­
trance region is much smaller. Bulk temperature amplitudes and 
phase lags (not shown) present similar behavior to those shown 
for wall temperature. However, for the bulk temperature, the 
effects of both b * and Nu0 are less pronounced. Bulk tempera­
ture amplitudes are less attenuated than those for the wall 
temperature. 

The influences of b * and Nu0 on the dimensionless wall heat 
flux amplitudes and phase lags were also investigated. For small 
values of Nu„, the amplitudes for wall heat flux are larger for 
larger values of b *. This is expected since due to a larger wall 
heat capacitance more heat is transferred to the wall. As Nu„ 
increases, i.e., when the external thermal resistance decreases, 
the amplitudes for wall heat flux increase independently of the 
wall thermal capacity. 
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Nu/, = source-averaged Nusselt number 

qh = convective heat from the thermal source = 
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Tu = free-stream turbulence intensity = u'lU 
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u' = streanrwise velocity fluctuation 
W = duct or source width, see Fig. 1 
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Introduction 

Cooling of electronic equipment must be considered when 
designing such systems. Electronic chip and device tempera­
tures must be maintained below a safe functional limit. Many 
cooling schemes are available for such tasks. One scheme that 
has received much attention is convection by naturally induced 
or forced flow. In addition, numerous studies have investigated 
the heat transfer from multiple heating devices mounted on an 
otherwise adiabatic wall to examine the capability of a convec­
tion scheme. Relevant works include Jaluria (1982, 1985a) and 
Park and Bergles (1987) for natural convection, along with 
Kraus and Bar-Cohen (1983) and McEntire and Webb (1990) 
for forced convection. However, printed circuit boards normally 
have a finite conductivity; such devices can influence heat trans­
fer performances of each other through convection in the flow 
as well as conduction in the substrate. Therefore, the conjugate 
heat transfer related to electronic cooling has recently drawn 
much attention (Jaluria, 1985b). Ramadhyani et al. (1985) per­
formed conjugate analysis of forced convection from small iso­
thermal heat sources embedded in a large substrate for a hydro-
dynamically fully developed laminar channel flow. Incropera et 
al. (1986) experimentally and theoretically examined the prob­
lem of flush-mounted isothermal heat sources embedded in a 
wall of the horizontal channel with a hydrodynamically fully 
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Fig. 1 Sketch of test section configuration and coordinate system 

conductance on the heat-source surface has been well docu­
mented. Tewari and Jaluria (1990) experimentally examined 
the conjugate mixed convection from two thermal sources in 
tandem flush-mounted on a horizontal or vertical plate. Their 
results indicated that at a separation distance of more than three 
strip widths for both orientations, the two heat sources are essen­
tially independent of each other, in terms of thermal effects. 
Culham et al. (1991) investigated the conjugate heat transfer 
from square flush-mounted heat sources by implementing an 
iterative scheme. The thermal boundary conditions were applied 
on the conduction solution based on the analytical solution of 
the boundary-layer energy equation. Anderson (1994) pre­
sented a novel means of decoupling the convective and conduc­
tive heat transfer in a conjugate-coupled problem. According to 
their results, when the Biot number exceeds one, the adiabatic 
heat transfer coefficient should be used to decouple the problem. 
If the Biot number is below one, the heat transfer coefficient 
based on the mean temperature can be used as the decoupler. 
Cole (1997) numerically analyzed the conjugate heat transfer 
from a small heated strip. That investigation also provided cor­
relations for the modified Nusselt number in terms of the conju­
gate Peclet number and dimensionless substrate thickness. 

In light of this discussion, the free-stream turbulence effect 
on the conjugate heat transfer on a discretely heated surface is 
relatively sparse, particularly with respect to experimental ef­
forts, has seldom been mentioned, and requires further study. 
Therefore, this study investigates the conjugate heat transfer on 
a surface with several discrete thermal sources under different 
free-stream turbulence conditions. Three kinds of conductive 
substrates are tested herein: fiberglass board, bakelite plate, and 
aluminum plate. The free-stream turbulence intensity generated 
by different blockage ratios of perforated plates varies from 1.2 
to 13.0 percent. Meanwhile, the air flow rate for each geometric 
configuration ranges from 1.2 to 2.5 m/s, yielding the nominal 
Reynolds number based on duct hydraulic diameter from 4800 
to 11,200. In addition, laser holographic interferometry is em­
ployed to measure the convective heat flux, the local, and the 
average heat transfer coefficients. This technique is quite appro­
priate for the conjugate heat transfer problem since it allows 

one to determine the convective heat transfer directly from sur­
faces to the working fluid. Consequently, the conductive heat 
losses into the substrate can be quantified. 

Experiments 
Airflow-temperature distributions in the test duct are mea­

sured using real-time holographic interferometry. Hwang and 
Liou (1995) have thoroughly described the overall arrangement 
of the holographic interferometer, and the description is not 
repeated here. The airflow circuit consists of a settling chamber, 
a bell-like contraction, the test section, a flow meter, and a 5 
hp centrifugal blower. The test channel, as depicted in Fig. 1, 
is 500 mm long and has a rectangular cross section of 120 mm 
(W) by 30 mm (/ /) . The bottom duct wall is heated with three 
discrete heat sources, while the top wall is adiabatic. Two side 
walls are made of Plexiglas plate to provide optical access 
for laser holographic interferometry measurements. Each heat 
source consists of a thermofoil strip 0.018 mm thick, which is 
sandwiched between two sheets of stainless steel (0.2 mm 
thick). These heat sources are 30 mm long (L) and are mounted 
flush on the substrate with a fixed source spacing, i.e., SIL = 
1.0. Three kinds of substrate (30 mm thick) are investigated: 
fiberglass board (ks = 0.037 W/m-K), bakelite plate (k, = 
0.65 W/m-K), and aluminum plate (ks = 164 W/m-K). The 
corresponding ratios of substrate-to-air conductivity are 1.37, 
24.9, and 6320, respectively. High-conductivity epoxy is used 
at each of the above-mentioned interfaces to ensure good con­
tact. The fact that the epoxy layer is extremely thin (0.13 mm 
thick or less) explains why the thermal resistance is estimated 
to be extremely small and, therefore, negligible. The test section 
is instrumented with 30 copper-constantan thermocouples dis­
tributed along the span wise centerline (Z = 0) of the test plate 
(15 on the heat sources, and 15 on the unheated sections. An 
additional nine thermocouples along the lateral (Z/L = 0.33) 
of heat sources are used to verify the spanwise temperature 
uniformity. All the junction beads (about 0.25 mm in diameter) 
of the thermocouples are carefully embedded into the wall, and 
then ground flat to ensure that they are flush with the surfaces. 
The temperature signals are then transferred to a data acquisition 
unit (Yokogawa Da 100) and, finally, sent to a Pentium com­
puter via a multi-I/O interface for further processing. 

A turbulence generator (perforated plate) is placed 100 mm 
upstream from the test plate to promote the required turbulence 
intensities over the test plate. Both the turbulence intensity and 
the axial mean velocity are measured with a hot-wire anemome­
ter with a normal I-type probe (Hwang, 1997). For the adiabatic 
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Fig. 2 Free-stream turbulence intensity distribution along the test sec­
tion 
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Fig. 3 Examples of holographic interferograms of flow over discrete heat sources: (a) k.lkf = 1.37 (fiber­
glass board), Tu = 1.2 percent, and U = 1.2 m/s; (b) k,lk, = 24.9 (bakelite board), Tu = 1.2 percent, and 
U = 1.2 m/s; (c) kjk, = 24.8 (bakelite board), Tu = 6.9 percent, and U = 1.2 m/s 

flow, Fig. 2 provides a characteristic example of the streamwise 
turbulence intensity distribution along the test section center-
line. The data are averaged values and have a standard deviation 
of approximately 2.5 percent of the flow velocity. According to 
this figure, the turbulence intensity is characterized by average 
values between 0 s X/L s 8.0, where the turbulence intensity 
is reasonably uniform. Those values are 0.13 ± 15, 0.069 ± 
10, and 0.012 ± 10 percent, respectively, for the test section 
with upstream perforated plates having blockage ratios of 75, 
60, and 0 percent (i.e., without a perforated plate). 

The local Nusselt number is defined as Nu = — (dT/dY)w-
Del(Tw - T0), where the wall temperature gradient (dTldY)„ 
is determined by curve fitting, based on a least-squares method 
through the near-wall values of fluid temperature and fringe 
shift. The average Nusselt number on each discrete heat source 

is obtained by Nu"„ = J^ [-{dTldY)w-Del (Tw - T„)]dXIL. 
The maximum uncertainties of local and average Nusselt num­
bers are estimated according to the uncertainty estimation 
method of Kline and McClintock (1953) to be less than 8.9 
and 9.6 percent, respectively. 

Results 
Figures 3(a, b) illustrate how substrate-to-air conductivity 

ratio (ks/kf) influences fluid-isotherm patterns. In the case of 
lower conductivity ratio (ks/kf = 1.37), densely dome-shaped 
isotherms are observed near the surface of each heat source, 
indicating that the convective heat transfer from surfaces to 
coolant is extremely large and totally restricted in the heat-
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Fig. 4 (a) Effect of substrate-to-fluid conductivity ratio on the local 
Nusselt number distribution along the discrete-heat-source surface; (b) 
effect of free-stream turbulence on the local Nusselt number distribution 
along the discrete-heat-source surface 
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Fig. 5 Reynolds number dependence of the source-averaged Nusselt number 

source region. In contrast, the fluid isotherms above the un-
heated sections are rather sparse and roughly perpendicular to 
the substrate wall. This finding implies that only a very small 
portion of electrically generated heat is conducted into this low-
conductivity substrate initially by convection to cooling air from 
these unheated-section surfaces. As the substrate conductivity 
is increased to kjkf = 24.9 (Fig. 3(b)), near each heat-source 
surface, the isotherms are less compact than those of the lower 
conductive substrate. Near the substrate surfaces of unheated 
sections (2 =s XIL =s 3 and 4 =s XIL < 5 ) , however, relatively 
higher air temperature gradients are observed. Both of these 
facts indicate that, instead of direct convection from source 
surfaces to coolant, a fraction of electrically generated heat has 
been conducted into the higher conductivity substrate, which is 
subsequently convected to the coolant from the unheated-sec-
tion surfaces. Figures 3(b, c) schematically depict how turbu­
lence influences the thermal boundary layer generated by the 
discrete heat sources. An increasing turbulence intensity causes 
the thermal boundary layer to fluctuate significantly. This occur­
rence is attributed to the entrainment by cold turbulent eddies 
from the free stream toward the surface, which results in con-
vective cooling of the heated surface by reducing the surface 
temperature. Comparing the isotherms at downstream ends {XI 
L = 6.0) of these two interferograms reveals that at higher 
turbulence-intensity conditions, the thermal energy has spread 
more rapidly from the near-wall region to the entire duct flow 
than that at lower turbulence-intensity conditions due to the 
stronger thermal mixing by a higher turbulence. 

Figures 4 (a, b) depict pictorially how kjkfax\& Tu, respec­
tively, influence the Nu distribution along the discretely heated 
surfaces. Around the heat sources, the local Nusselt number 
increases markedly near the beginning of each source, decreases 
downstream, increases to local maximum at the source end and, 
finally, dramatically declines to a local minimum in the middle 
of the unheated section. Similar but lower distributions are 
found as coolant flows over the next two heat sources due to the 
thermal-wake effect. For increasing kjkf, the Nu distribution 
becomes even due to the spread in heat flux and/or surface 
temperature by board conduction. This figure also reveals that 
the local Nusselt number on the first source decreases with an 
increasing substrate conductivity. This fact merely reflects the 
preheating of the near-wall fluid due to upstream conduction 
and, thus, the thermal-wake effect (Choi et al., 1994; Sugava-
nam et al., 1995). Figure 4 compares our results with those of 
McEntire and Webb (1990) by using a conventional resistance 
heating /thermocouple technique. The Nusselt number was ob­
tained for four discrete heat sources mounted on the Phenolic 
fiberboard. As Fig. 4(a) indicates, these two works correlate 

well with each other qualitatively. Quantitatively, the discrep­
ancy is ascribed primarily to different substrate materials em­
ployed, or somewhat caused by unavoidable measuring errors 
by different techniques. Figure 4(b) illustrates how free-stream 
turbulence influences the local Nusselt number for a fixed 
throughflow velocity (U = 1.2 m/s) and substrate-to-fluid con­
ductivity ratio (kjkf = 1.37). This figure indicates that increas­
ing the free-stream turbulence intensity can promote the local 
heat transfer coefficient. 

Figures 5(a-c) respectively show the relationship between 
the Reynolds number and Nu,, (kjkf)0045 for the first, second, 
and third heat sources under various free-stream turbulence in­
tensities. Also shown in this figure is the least-square curve fit 
of NuA, a correlation of the form of Nu,, = a Rei(fc,./fc/)"

0045, 
where a and b are constants and are listed in Table 1 for various 
free-stream turbulence intensities, as well as relative locations 
of the heat sources. The deviation of this equation is 9 percent 
for 90 percent for the experimental data in Fig. 5. Notably, the 
Reynolds-number dependence of Nu,, under the lowest free-
stream turbulence (Re0A) differs markedly from that of the well-
known average Nusselt number relation for a fully developed 
turbulent flow in a continuously heated circular duct (Dittus-
Boelter correlation, ~Re 0 8 ) . This significant difference may 
be attributed to the relatively low Reynolds number range and 
the repeatedly redeveloping thermal boundary layer investigated 
herein. When the free-stream turbulence intensity is increased, 
the departure of the Reynolds-number dependence from 0.8 is 
reduced, indicating that the flow has approached a turbulence 
domination. 

Table 2 displays the convective heat transfer ratio (qi,lqin) 
of each heat source at various free-stream turbulence intensities 
and substrate conductivities. At a fixed substrate conductivity, 
even with one or two upstream heat sources, the value of qhl 
qin does not change by more than 10 percent. Varying the free-
stream turbulence intensity remains nearly constant as well. 
Both these facts imply that the thermal wake, depending on the 
number of upstream heat sources as well as the free-stream 

Table 1 Coefficients of source-averaged Nusselt number correlations 

Nun = a Re1 (W0 0 4 5 

Tu 
1ST Heat Source 2N D Heat Source 3RD Heat Source 

Tu 
a b a b a b 

1.2% 

6.9 % 

13.0% 

1.182 

0.168 

0.132 

0.39 

0.65 

0.71 

0.913 

0.127 

0.092 

0.39 

0.65 

0.71 

0.815 0.39 

0.111 0.65 

0.084 0.71 
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Table 2 Effects of free-stream turbulence on qh/q,„ for each thermal 
source 

Tu 
M*=1 .37 M</=24.9 Mf r= 6,320 

Tu 
..ST 2 N D 3 R D .. ST ~ND «RD ..ST 2 N D 3 R D 

1.2 % 0.87 0.83 0.84 0.63 0.62 0.65 0.45 0.43 0.42 

6.9 % 0.85 0.83 0.81 0.64 0.66 0.61 0.45 0.44 0.43 

13.0 % 0.84 0.80 0.82 0.61 0.60 0.62 0.44 0.42 0.42 

turbulence intensity, negligibly influences qi,/qi„. Such a negli­
gible influence is quite reasonable because an increase in fluid 
temperature adjacent to the strip due to the above-mentioned 
effects is accompanied by the corresponding increase in the strip 
surface temperature, which maintains the temperature gradients 
constant in the flow, near the heat source surface. The isotherm-
patterns in Fig. 3 confirm this phenomenon. Therefore, we can 
conclude that the fraction qhlqin remains essentially unaltered 
as flow and thermal-fluid conditions are changed. This finding 
is very important in predicting Nu,, for heat transfer problems 
that have significant conjugate coupling and highly nonuniform 
surface thermal boundary conditions. Regarding the effect of 
changing the substrate conductivity, the level of convective heat 
flux ratio decreases significantly with an increasing substrate 
conductivity due to a large fraction of heat spreading upstream 
or downstream in the substrate by conduction. In addition, the 
convection heat flux ratios (g7,/<7,„) are 0.83 ± 4, 0.64 ± 5, and 
0.43 ± 3 percent for the fiberglass, bakelite, and aluminum 
substrates, respectively. 

Conclusions 
This work investigates forced convection from discrete heat 

sources mounted flush on a conductive substrate in a rectangular 
duct. Of particular emphases are (a) the effects of free-stream 
turbulence (Tu = 1.2, 6.9, and 13.0 percent) and velocity (U 
= 1.2 to 2.5 m/s), and (b) the substrate conductivity (ks/kf -
1.37, 24.9, and 6,320) on the heat transfer characteristics in a 
conjugated-coupled sense. Most importantly, laser holographic 
interferometry successfully isolates the heat directly convected 
from the exposed surface of a source from the electrical heat 
dissipation, thereby facilitating the determination of conduction 
losses into the board. Experimental results in this work can also 
facilitate the prediction of heat transfer coefficient or surface 
temperature in the conjugate-coupling heat transfer problems 
relative to electronic cooling. According to those results, sub­
strates of higher conductivity can spread more source heat flux 
by board conduction and, subsequently, smooth off the local 
heat transfer coefficient distributions along the discrete heated 
surfaces. In addition, both the local and the source-averaged 
Nusselt numbers decrease with increasing kjkf. Moreover, ele­
vating the level of free-stream turbulence can enhance the heat 
transfer by entraining the cold free-stream fluid near the wall 
region. The ratio of convective heat from the source surface to 
coolant and the total electronic heat input is nearly independent 
of the free-stream turbulence and the source location; however, 
it is significantly reduced by an increase in substrate conductiv­
ity. Finally, for the first time, correlations of source-averaged 
Nusselt number under various free-stream turbulence intensities 
are developed in terms of the flow Reynolds number and the 
substrate-to-fluid conductivity ratio. 
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Introduction 
The choice of angular quadrature scheme plays an important 

role in the Discrete Ordinates Method. The quadrature scheme is 
chosen arbitrarily. However, in orthogonal coordinate systems, 
restrictions must be imposed on the direction set to preserve 
labeling and prevent biasing of any computed quantity. These 
restrictions include both symmetry under reflection and in 90 
deg rotations of the coordinate axes (Carlson and Lathrop, 
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Table 2 Effects of free-stream turbulence on qh/q,„ for each thermal 
source 

Tu 
M*=1 .37 M</=24.9 Mf r= 6,320 

Tu 
..ST 2 N D 3 R D .. ST ~ND «RD ..ST 2 N D 3 R D 

1.2 % 0.87 0.83 0.84 0.63 0.62 0.65 0.45 0.43 0.42 

6.9 % 0.85 0.83 0.81 0.64 0.66 0.61 0.45 0.44 0.43 

13.0 % 0.84 0.80 0.82 0.61 0.60 0.62 0.44 0.42 0.42 

turbulence intensity, negligibly influences qi,/qi„. Such a negli­
gible influence is quite reasonable because an increase in fluid 
temperature adjacent to the strip due to the above-mentioned 
effects is accompanied by the corresponding increase in the strip 
surface temperature, which maintains the temperature gradients 
constant in the flow, near the heat source surface. The isotherm-
patterns in Fig. 3 confirm this phenomenon. Therefore, we can 
conclude that the fraction qhlqin remains essentially unaltered 
as flow and thermal-fluid conditions are changed. This finding 
is very important in predicting Nu,, for heat transfer problems 
that have significant conjugate coupling and highly nonuniform 
surface thermal boundary conditions. Regarding the effect of 
changing the substrate conductivity, the level of convective heat 
flux ratio decreases significantly with an increasing substrate 
conductivity due to a large fraction of heat spreading upstream 
or downstream in the substrate by conduction. In addition, the 
convection heat flux ratios (g7,/<7,„) are 0.83 ± 4, 0.64 ± 5, and 
0.43 ± 3 percent for the fiberglass, bakelite, and aluminum 
substrates, respectively. 

Conclusions 
This work investigates forced convection from discrete heat 

sources mounted flush on a conductive substrate in a rectangular 
duct. Of particular emphases are (a) the effects of free-stream 
turbulence (Tu = 1.2, 6.9, and 13.0 percent) and velocity (U 
= 1.2 to 2.5 m/s), and (b) the substrate conductivity (ks/kf -
1.37, 24.9, and 6,320) on the heat transfer characteristics in a 
conjugated-coupled sense. Most importantly, laser holographic 
interferometry successfully isolates the heat directly convected 
from the exposed surface of a source from the electrical heat 
dissipation, thereby facilitating the determination of conduction 
losses into the board. Experimental results in this work can also 
facilitate the prediction of heat transfer coefficient or surface 
temperature in the conjugate-coupling heat transfer problems 
relative to electronic cooling. According to those results, sub­
strates of higher conductivity can spread more source heat flux 
by board conduction and, subsequently, smooth off the local 
heat transfer coefficient distributions along the discrete heated 
surfaces. In addition, both the local and the source-averaged 
Nusselt numbers decrease with increasing kjkf. Moreover, ele­
vating the level of free-stream turbulence can enhance the heat 
transfer by entraining the cold free-stream fluid near the wall 
region. The ratio of convective heat from the source surface to 
coolant and the total electronic heat input is nearly independent 
of the free-stream turbulence and the source location; however, 
it is significantly reduced by an increase in substrate conductiv­
ity. Finally, for the first time, correlations of source-averaged 
Nusselt number under various free-stream turbulence intensities 
are developed in terms of the flow Reynolds number and the 
substrate-to-fluid conductivity ratio. 
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restrictions must be imposed on the direction set to preserve 
labeling and prevent biasing of any computed quantity. These 
restrictions include both symmetry under reflection and in 90 
deg rotations of the coordinate axes (Carlson and Lathrop, 

' Institute for Thermal Power Engineering, Zhejiang University, Hangzhou, 
Zhejiang 310027, China. 

2 E-mail: cws@sun.zju.edu.cn or heatli@hotmail.com. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF ME­

CHANICAL ENOINEERS . Manuscript received by the Heat Transfer Division Septem­
ber 12, 1997; revision received February 4,1998. Keywords: Computational, Heat 
Transfer, Numerical Methods, Radiation, Three-Dimensional. Associate Technical 
Editor: M. P. Menguc. 

514 / Vol. 120, MAY 1998 Transactions of the ASME 
Copyright © 1998 by ASME

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

mailto:cws@sun.zju.edu.cn
mailto:heatli@hotmail.com


Fig. 1 Tessellation of basal equilateral triangle for the Tt quadrature set 

1968). Until now several kinds of quadrature schemes have 
been used (Fiveland, 1984,1987; Jamaluddin and Smith, 1988a, 
b; etc.), and most of them were based on moment-matching 
criteria. Truelove (1987) further emphasized that the chosen 
quadrature scheme should also match the half-range first mo­
ment so as to improve the low-order discrete ordinate solutions 
of the transport equation. 

1.0 

Fig. 2 Map of Fig. 1 onto the surface of the sphere resulting in the 
directions and spherical triangles (dotted lines) of the T4 quadrature set 

Fig. 3 Scheme of successive spherical rings arithmetic progression di­
viding 

Among the several quadrature schemes proposed in the past, 
the TN scheme of Thurgood et al. (1995) has some advantages 
over the conventional level symmetric sets as it is more accurate 
in computing the first-order moment with no upper limit of 
direction number. For more details regarding the TN quadrature 
scheme, reference may be made to Thurgood et al. (1995). 

The purpose of this note is to present a new angular quadra­
ture scheme, the Spherical Rings Arithmetic Progression 
(SRAPN), which has a different arrangement of directions than 
the standard level symmetric sets or the TN set. Similarly, the 
index N can be any integer greater than or equal to 2. For any 
fixed N, all directions have an equal solid angle, so the weights 
corresponding to areas on the surface of the unit sphere also 
have an equal value, thus ensuring that the SRAPN sets have 
positive weights for any N. 

The TN Quadrature Set 
For the purpose of comparison with the newest quadrature 

set published in the latest reference, the construction procedure 
of TN will be described briefly. For more details, together with 
the review of the quadrature characteristics, Thurgood et al. 
(1995) may be consulted. 

The construction of a TN quadrature set is carried out in three 
steps on an octant of unit sphere. First, the octant is mapped 
onto the basal equilateral triangle, which lies in the plane x + 
y + z - i = 0 with vertices at three points: (1, 0, 0) , (0, 1, 
0) , and (0, 0, 1). The second step is to tessellate the basal 
triangle with smaller equilateral triangles, keeping the side 
length of the smaller triangles at 1 IN times the side length of 
the basal triangle. Then each ray starting from the center of the 
sphere and passing through the centroids of the smaller triangles 
is defined as the direction associated with the smaller triangle. 
The third step is to map the assembly of equilateral triangles 
and centroids onto the surface of the unit sphere. Figure 1 shows 
the tessellation of the basal triangle for the Tt quadrature set; 
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Table 1 Ordinates and weights for SRAPN and TN quadrature sets (N = 2 - 4 , one octant) 

Direction SRAP„ T» 

number Mm Vm 4m «» Mm Vm 4m «>» 
N=2 

1 .8265136 .2154189 .5200672 .5773503 .5773503 .5773503 .5512855 

.3141593 

2 .8265136 .5200672 .2154189 .2357023 .2357022 .9428090 .3398372 

3 .3083260 .2462096 .9188666 .2357023 .9428090 .2357022 .3398372 

4 .3083260 .6726571 .6726571 .9428090 .2357022 .2357022 .3398372 

5 .3083260 .9188666 .2462096  

Afa3 

1 .9047905 .3934405 .1629684 

.1745329 

9047905 .1629684 .3934405 

6201532 .7577502 .2030386 

6201532 .5547116 .5547117 

6201532 .2030386 .7577502 

2255559 .9555107 .1900629 

2255559 .8100428 .5412533 

2255559 .5412533 .8100429 

2255559 .1900628 .9555107 

W=4 

1 .9391243 .1314814 .3174242 .5773503 .5773503 .5773503 .1552105 

.1121997 

2 .9391243 .3174242 .1314814 .9901475 .0990148 .0990148 .0526558 

3 .7571031 .1690853 .6310349 .0990148 .0990148 .9901475 .0526558 

4 .7571031 .4619496 .4619496 .0990148 .9901475 .0990148 .0526558 

5 .7571031 .6310349 .1690853 .9428090 .2357022 .2357022 .0880364 

6 .5047200 .1684182 .8466954 .2357023 .2357022 .9428090 .0880364 

7 .5047200 .4796144 .7177937 .2357023 .9428090 .2357022 .0880364 

8 .5047200 .7177937 .4796144 .8616404 .1230915 .4923660 .0995716 

9 .5047200 .8466954 .1684181 .8616404 .4923660 .1230915 .0995716 

10 .1802793 .1538714 .9715055 .1230915 .4923660 .8616404 .0995716 

11 .1802793 .4465521 .8764078 .4923660 .1230915 .8616404 .0995716 

12 .1802793 .6955212 .6955211 .4923660 .8616404 .1230915 .0995716 

13 .1802793 .8764078 .4465521 .1230915 .8616404 .4923660 .0995716 

14 .1802793 .9715055 .1538713 .6804138 .2721655 .6804138 .1320254 

15 .2721665 .6804138 .6804138 .1320254 

16 .6804138 .6804138 .2721655 .1320254 

Fig. 2 shows the result of mapping Fig. 1 onto the surface of 
the sphere. The total direction number for TN quadrature set is 
(8 X N2). For the determination of the discrete directions and 
corresponding weights, sample calculations may be found from 
Thurgood et al. (1995). 

The SRAPN Quadrature Set 
Quadrature sets are usually constructed for an octant because 

of symmetry. Similar to the TN quadrature set, the surface of 
the unit sphere is divided into contiguous regions. For each 
region, an associated direction is defined but different from the 
TN quadrature set. The whole surface is divided in a manner 
such that each surface element on the octant has an equal ele­
mental surface area, say (7i72)/M, where M is the total number 
of surface elements on the octant. Each ray direction starts from 
the center of the sphere, passes through the centroid of solid 
angle, and terminates at the surface of the element. 

Focusing on the whole hemisphere rather than the octant, the 
whole hemispherical surface is divided into N spherical rings. 
Among them, the first spherical zone on the top of the sphere 
reduces to a crown; see Fig. 3 (only the octant is shown). Then 

.9801961 .1400280 

1400280 .9801961 

1400280 .1400280 

8703883 .3481553 

3481553 .8703883 

3481553 .3481553 

6963106 .6963106 

1740777 .6963106 

6963106 .1740777 

.1400280 .1113405 

.1400280 .1113405 

.9801961 .1113405 

.3481553 .2061296 

.3481553 .2061296 

.8703883 .2061296 

.1740777 .2061296 

.6963106 .2061296 

.6963106 .2061296 

from top to bottom, each ring is divided into different numbers 
of elements in such a way that the number of elements in the 
successive spherical rings constitutes an arithmetic progression 
with the first number 2 and one element added to every succes­
sive ring. As pointed out earlier, this procedure provides ele­
ments of equal surface areas having a value of(7i72)/(2 + 3 
+ 4 + . . . ) . 

The determination of discrete directions is a geometric prob­
lem. Corresponding to each curved surface element, the location 
of the centroid (xm,ym, zm) of the solid angle can be calculated 
through a series of integrations within the domain flm 

•m xdV 

m ydV (1) 

-m zdV 
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Table 2 Percent error in estimating / 2„ (i°rft*dQ for a variety of quadrature sets 

Quadrature 

Set 

NO.of 

Direction 

Percent erro in the moment (a,b,c) Quadrature 

Set 

NO.of 

Direction (1,0,0)' (3,0,0)' (1.2.0) (4,0.0)' (2,2,0) (5,0,0)' (3,2,0) (1,4,0) (1,2,2)' 

LSE„' 80 1.70 -0.14 3.54 0 0 0.03 -0,47 5.52 5.61 

L S 0 8
u 80 0 0 0 0 0 0.65 -1.29 -5.82 20.07 

LSH8' 80 0 0.22 -0.22 0 0 -0.19 1.02 -1.24 0.39 

EWE,' 80 1.49 -0.10 3.08 0 0 0.02 -0.35 4.68 5.17 

EWOj1 80 0 0 0 -0.19 0.28 0 0 -6.19 18.56 

S8
5 80 2.07 -0.95 5.08 -1.82 2.73 -2.86 2.89 6.36 5.65 

LSNs* 80 0 0.82 -0.82 1.13 -1.70 1.07 0.33 2.01 -0.82 

T3 72 0.102 1.618 -1.413 3.236 -4.854 4.411 -3.969 3.515 -11.082 

SRAPj 72 1.606 -0.319 3.531 -0.309 0.010 -0.649 0.341 5.126 5.126 

LSHio 120 0 0.17 -0.17 0.10 -0.15 0 0.52 0.21 -2.72 

EWEio1 120 1.02 -0.05 2.09 0 0 0.01 -0.16 3.17 3.36 

EWO,0 ' 120 0 0 0 0.01 -0.01 0 0 -0.32 0.97 

SRAP4 112 1.000 0.058 1.937 0.223 -0.424 0.252 -0.329 3.070 3.070 

T4 128 0.131 0.470 -0.208 0.842 -1.264 1.159 -0.907 0.545 -1.067 

SRAP, 160 0.687 0.133 1.241, 0.297 -0.430 0.398 -0.397 2.060 2.060 

ISE^ 1 168 0.97 -0.04 1.99 0 0 0.05 -0.14 3.05 3.06 

S,2 168 1.44 -0.82 3.70 -1.71 2.57 -2.70 2.93 4.31 3.41 

T5 200 0.080 0.320 -0.160 0.625 -0.937 0.907 -0.854 0.484 -0.707 

SRAP,, 216 0.504 0.139 0.870 0.279 -0.371 0.386 -0.356 1.483 1.483 

SRAP7 280 0.388 0.129 0.646 0.248 -0.312 0.347 -0.305 1.121 1.121 

Sir, 288 1.10 -0.65 2.84 -1.38 2.06 -2.16 2.37 3.30 2.43 

Tr, 288 0.054 0.218 -0.109 0.424 -0.637 0.613 -0.570 0.334 -0.519 

SRAPj 352 0.308 0.116 0.499 0.215 -0.263 0.302 -0.258 0.878 0.876 

T, 392 0.040 0.158 -0.079 0.308 -0.463 0.445 -0.416 0.241 -0.367 

SRAP, 432 0.250 0.102 0.397 0.186 -0.223 0.263 -0.220 0.707 0.703 

T8 512 0.030 0.120 -0.060 0.234 -0.352 0.338 -0.317 0.183 -0.276 

Exact IT n/2 7t/4 2 > / 5 2 J I / 1 5 */3 31/12 it/8 it/24 

Fiveland(l99l) 

Calson&Lathrop(1965) 

Lee([96l) 

,Wakil&Sacadura(1992) 

Independent moments 

After that, the direction cosine of m is 

fJ-m = xj4{xm)2 + (y,„)2 + (zm)2 

' Vm = J7,^Cx7n)2 + (3^)2 + (Si)2 

6» = ^ / V ( ^ ) 2 + (yZ)2 + (Z;,)2 

(2) 

The index N in the SRAPN quadrature is the number of rings 
(including the first crown on the top of sphere) and generally 
is recommended to be a 2. The number of directions for SRAPN 

quadrature is (2 + 3 + . . . + (N + 1)). For N from 2 to 4, 
the ordinates and weights of SRAPN and TN quadrature sets are 
listed in Table 1. 

Numerical Test of Double Moments 
In order to check the accuracy of SRAPN, a comparison be­

tween the TN and SRAPN methods is made and double mo­
ments of the form J 2 T fjfr)b£, cdQ are computed over a hemi­
sphere. The results are listed in Table 2. Like the TN quadrature 
set, all SRAPN quadrature sets have found to exactly satisfy the 
(0, 0, 0) moment and (2, 0, 0) moment (the diffusion condi­
tion), and therefore have not been reported here. In Table 2, 
the values accurate up to two places after the decimal are copied 
directly from Thurgood et al. (1995) while those accurate up 
to three decimal places (those of the TN and SRAPN quadrature 
sets) are calculated by the authors. 

Discussion and Conclusions 

From the results listed in Table 2, it can be seen that the 
SRAPN quadrature set globally matches the double moment very 
well: It is more accurate than the others and compares well with 
the TN set. The SRAPN set can also gives high accuracy for the 
half-range-fluxes (f2* fidQ, first-order moment) as pointed out 
by Truelove (1987). As is true for TN quadrature set, the SRAPN 

set does not have a limit and thus can provide finer angular 
resolution by using higher order approximations in order to 
reduce the ray effect (Chai et al., 1993). 

An alternate angular quadrature scheme SRAPN is constructed 
for the discrete ordinates method. From the construction of the 
TN and SRAPN quadrature sets, the directions of TN correspond­
ing to smaller triangles pass through the centroids of each 
smaller triangle rather than those of solid angles associated 
with each spherical triangle; therefore, numerical errors may be 
produced. However, each direction of SRAPN quadrature set 
unbiasedly passes through the centroid of the solid angle associ­
ated with equally divided spherical surfaces. The accuracy of the 
SRAPN quadrature set can be improved if the spherical surface 
dividing method is more reasonable. 
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Effects of Vibration on Ice Contact 
Melting Within Rectangular 
Enclosures  

L. Quan,1 Z. Zhang,1 and M. Faghri1 

Introduction 

Contact melting has received considerable attention during 
the last two decades. Many studies have been published, for 
example, melting inside horizontal cylinders (Nicholas and 
Bayazitoglu, 1980; Bareiss and Beer, 1984; Sparrow and Gei-
ger, 1986; Prasad and Sengupta, 1987); and melting in rectan­
gular cavities (Moallemi et a l , 1986; Hirata et al., 1991; Asako 
et al., 1994) were among the related investigations. A compre­
hensive review of natural convection melting was given by 
Viskanta (1985), and the scale analysis of contact melting was 
presented by Bejan (1992). 

Vibration is one way to enhance convective heat transfer. 
For example, Lemlich (1955) reported an improvement in the 
heat transfer coefficient from wires vibrated in transverse modes 
at frequencies between 39 and 122 Hz. Natural convection melt-
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Fig. 1 Schematic view of the experimental setup 

ing under the influence of ultrasonic vibration within the rectan­
gular enclosure was experimentally investigated by Choi and 
Hong (1991). To the best of the authors' knowledge, there is 
no other report available for melting under vibrating conditions 
and most analytical solutions do not apply when vibration is 
present. 

The objective of the present study is to conduct experiments 
for ice contact melting under mechanical vibrations. The experi­
ments are conducted within rectangular enclosures where iso­
thermal conditions are maintained at the walls. The aspect ratios 
of the test cells (AR, height/width) are 0.4,1.0, and 2.5, respec­
tively. Stationary melting experiments are also conducted for 
comparison. 

Experimental Setup and Procedure 
The experimental apparatus consists of a thermal bath, a 

pump, test cells, vibration generators, and a data acquisition 
system. The schematic diagram is shown in Fig. 1. The four 
walls (top, bottom, and two sides) of the test cells are made of 
10-mm-thick aluminum plates. The cross-sectional areas of 
three test cells are 52.2 mm X 130.5 mm, 82.5 mm X 82.5 mm, 
and 130.5 mm X 52.2 mm, respectively. The total volumes of 
the test cells are the same with depth of 152.5 mm. 

Multipass, countercurrent channels are machined inside the 
aluminum walls of the test cells. The constant-temperature anti­
freeze solution is circulated through the channels by a pump to 
assure the uniform temperature distribution on the walls. The 
front and the back walls are made of two layers of Plexiglas 
separated by an air gap to facilitate the visual observation of 
the melting process. During the experiments, ice water is sup­
plied to the test cell through the overflow pipes, which are 
mounted on the test cell walls to maintain the contact melting 
conditions, as shown in Fig. 1. 

The temperature distributions at the inner surfaces of heating 
walls are measured by thermocouples. The temperature readings 
are obtained by an acquisition system that is accurate to within 
±0.2°C. Although high-velocity constant-temperature coolant 
flow is circulated through the channels, the temperature mea­
sured at the contact surface is consistently lower than the bath 
temperature with a discrepancy of about 5 percent. The time-
averaged wall temperature at the contact surface is used as the 
actual wall temperature. The instantaneous shape of the ice-
water interface is videotaped and is input into the computer. 
Measured from the transferred computer image, the instanta­
neous volume of liquid region is calculated numerically to ob­
tain the melted volume. The accuracy of the melted volume is 
evaluated by comparing the calculated value with the actual 
quantity of liquid accumulated at the end of each run. 

Uncertainty Analysis 
The methodology developed by Kline and McClintock 

(1953) is used to estimate the uncertainty. The difference be-
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Introduction 

Contact melting has received considerable attention during 
the last two decades. Many studies have been published, for 
example, melting inside horizontal cylinders (Nicholas and 
Bayazitoglu, 1980; Bareiss and Beer, 1984; Sparrow and Gei-
ger, 1986; Prasad and Sengupta, 1987); and melting in rectan­
gular cavities (Moallemi et a l , 1986; Hirata et al., 1991; Asako 
et al., 1994) were among the related investigations. A compre­
hensive review of natural convection melting was given by 
Viskanta (1985), and the scale analysis of contact melting was 
presented by Bejan (1992). 

Vibration is one way to enhance convective heat transfer. 
For example, Lemlich (1955) reported an improvement in the 
heat transfer coefficient from wires vibrated in transverse modes 
at frequencies between 39 and 122 Hz. Natural convection melt-
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ing under the influence of ultrasonic vibration within the rectan­
gular enclosure was experimentally investigated by Choi and 
Hong (1991). To the best of the authors' knowledge, there is 
no other report available for melting under vibrating conditions 
and most analytical solutions do not apply when vibration is 
present. 

The objective of the present study is to conduct experiments 
for ice contact melting under mechanical vibrations. The experi­
ments are conducted within rectangular enclosures where iso­
thermal conditions are maintained at the walls. The aspect ratios 
of the test cells (AR, height/width) are 0.4,1.0, and 2.5, respec­
tively. Stationary melting experiments are also conducted for 
comparison. 

Experimental Setup and Procedure 
The experimental apparatus consists of a thermal bath, a 

pump, test cells, vibration generators, and a data acquisition 
system. The schematic diagram is shown in Fig. 1. The four 
walls (top, bottom, and two sides) of the test cells are made of 
10-mm-thick aluminum plates. The cross-sectional areas of 
three test cells are 52.2 mm X 130.5 mm, 82.5 mm X 82.5 mm, 
and 130.5 mm X 52.2 mm, respectively. The total volumes of 
the test cells are the same with depth of 152.5 mm. 

Multipass, countercurrent channels are machined inside the 
aluminum walls of the test cells. The constant-temperature anti­
freeze solution is circulated through the channels by a pump to 
assure the uniform temperature distribution on the walls. The 
front and the back walls are made of two layers of Plexiglas 
separated by an air gap to facilitate the visual observation of 
the melting process. During the experiments, ice water is sup­
plied to the test cell through the overflow pipes, which are 
mounted on the test cell walls to maintain the contact melting 
conditions, as shown in Fig. 1. 

The temperature distributions at the inner surfaces of heating 
walls are measured by thermocouples. The temperature readings 
are obtained by an acquisition system that is accurate to within 
±0.2°C. Although high-velocity constant-temperature coolant 
flow is circulated through the channels, the temperature mea­
sured at the contact surface is consistently lower than the bath 
temperature with a discrepancy of about 5 percent. The time-
averaged wall temperature at the contact surface is used as the 
actual wall temperature. The instantaneous shape of the ice-
water interface is videotaped and is input into the computer. 
Measured from the transferred computer image, the instanta­
neous volume of liquid region is calculated numerically to ob­
tain the melted volume. The accuracy of the melted volume is 
evaluated by comparing the calculated value with the actual 
quantity of liquid accumulated at the end of each run. 

Uncertainty Analysis 
The methodology developed by Kline and McClintock 

(1953) is used to estimate the uncertainty. The difference be-
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tween the liquid volume fraction measured from the videotape 
image and that measured from draining the test cell at end of 
the experiment is less than 4 percent. As shown in Fig. 2, the 
slope of melted volume fraction versus Ste*Fo, where Ste is 
Stefan number and Fo is Fourier number, is weakly dependent 
on the wall temperature. For the experiments with the same 
nominal wall temperature, the differences in actual time-aver­
aged measurements vary between 0.1 ~ 0.3°C. Therefore the 
contribution of the wall temperature difference to the overall 
uncertainty is small. The initial ice temperatures are controlled 
within -0 .5 1.5°C. The uncertainty associated with initial 
ice temperature is negligible due to the large value of the latent 
heat of ice. The uncertainty in the melted volume fraction is 
shown with error bars in Fig. 2. The maximum uncertainty is 
estimated to be about 6 percent. 

Results and Discussions 
Effects of frequency and amplitude vibration on melted vol­

ume fraction with AR = 1.0 and nominal wall temperature of 
10°C are shown in Fig. 2. The stationary experimental data by 
Hirata et al. (1991) is also plotted in this figure. 

For the case of vertical vibration (wall temperature TK = 
9.3°C, frequency / = 60 Hz, amplitude A = 0.23 mm, accelera­
tion a = 3.3 g) , an enhancement of the overall melting rate as 
much as 115 percent is recorded. It is observed that the ice bulk 
oscillates slightly in the test cell. This relative motion between 
ice and water is induced by vibration due to their density differ­
ences. For the other two vertical vibrations ( / = 1.1 Hz, T„ = 
9.5°C and 0.55 Hz, T„ = 9.6°C, with the same amplitude A 
= 37.5 mm), the melting rates are increased moderately. The 
increment for the case of / = 1.1 Hz is slightly higher than that 
for / = 0.55 Hz. No relative motion of ice is observed in the 
above cases. The case of horizontal vibration (parallel to front 
Plexiglass wall), Tw = 9.4°C, / = 1.67 Hz, A = 37.5 mm, a = 
0.42 g, has about 50 percent increase of melting rate as well. 
The relative slide motion of ice along the top surface of test 
cell is observed. 

An additional experiment is conducted to estimate the kinetic 
energy input to the test cell filled with pure water under vibra­
tion ( / = 60 Hz, A = 0.23 mm). After 4 minutes of vibration, 
the averaged water temperature in the well insulated test cell is 
measured as 0.30°C (±0.05°C) higher. This shows that the 
effect of direct kinetic energy input is negligible compared with 
the heat transfer enhancement due to vibration. 
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Fig. 3 Effects of wall temperature on melted volume fraction (AR = 1.0) 

There are two melting processes, i.e., contact melting (which 
occurs at the top surface) and convective melting (natural con­
vection and sedimentation induced convection). The effect of 
vibration on melting is twofold. It promotes the convective 
melting along the sides (vertical and bottom), as well as it 
increases contact melting on the top. 

Effects of the wall temperature on the melted volume fraction 
for AR = 1.0 are shown in Fig. 3. For the stationary experiments, 
the result of melted volume fraction versus dimensionless time 
(Fo*Ste) with nominal T„ = 15°C has the highest value, while 
that with nominal T„ = 5°C has the lowest. It is known that 
water has density inversion at 3.98°C, and the natural convection 
at 5°C is weak due to both low thermal expansion coefficient 
and small temperature difference. In addition, the viscosity of 
water decreases significantly as a function of temperature be­
tween 0°C to 15°C. The rate of contact melting is inversely 
proportional to % power of viscosity according to the analysis 
by Bejan (1992). Results of melted volume fraction versus 
Fo*Ste under vibrating conditions are different from stationary 
results. As seen in Fig. 3, the case of nominal Tw = 5°C has 
the highest melting value, while that with nominal Tw = 15°C 
has the lowest under the same vertical vibration condition ( / = 
60 Hz, A = 0.23 mm, a = 3.3 g). Natural convection is rela­
tively weak at low wall temperatures. The effects of vibration 
on melting are shown more significantly when wall temperature 
is low. 

Effects of aspect ratio on ice melting with nominal wall tem­
perature of 10°C is shown in Fig. 4. The abscissa of Fig. 4 is 
the actual melting time. It is shown that for stationary experi­
ments, the melting rates for AR = 0.4 and 2.5 are higher than 
that for AR = 1.0. The higher melting rates for both cases can 
be attributed to larger contact surface areas. Although the top 
contact surface area for aspect ratio of 2.5 is smaller, the total 
contact melting surface area is increased by the ice bulk inclina­
tion to the side wall(s). It is also noted that the test cell with 
AR = 1.0 has the smallest total heating area. 

Vertical vibration ( / = 60 Hz, A = 0.23 mm) increases melt­
ing rate significantly for all aspect ratios as shown in Fig. 4. 
The relative enhancement in melting for AR = 1.0 is about 115 
percent, while for aspect ratio 0.4 and 2.5 the enhancement is 
about 140 percent and 170 percent, respectively. The higher 
melting enhancement for AR = 2.5 can be attributed to the 
sedimentation-driven convection for the low-pressure drag asso­
ciated with its slender body shape. Slide motion of inclined ice 
bulk along the side wall can also contribute to higher melting 
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rates. In the case of AR = 0.4 where natural convection is the 
weakest, vibration enhanced convection contributes to the 
higher melting rate. 

Conclusions 
Ice contact melting experiments within rectangular enclo­

sures are conducted under vibrating conditions. It is shown that 
vibration increases melting rates in all experiments. Aspect ratio 
is an important parameter in ice contact melting. Of the three 
aspect ratios, the results for AR =1 .0 have lower melting rates 
in stationary and vibrating conditions. The cases for AR = 0.4 
and 2.5 also correspond to higher relative melting enhancement 
by vibration. Melting enhancement with horizontal vibration is 
greater than that with vertical vibration. Also, melting enhance­
ment by vibration is more pronounced for low wall temperature 
cases. 
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Nonuniform Overall Heat Transfer 
Coefficients in Conventional Heat 
Exchanger Design Theory—Revisited 

R. K. Shah1'2 and D. P. Sekulic1'3 

Nomenclature 
A = 

A„ = 

C = 
c* = 

CP = 

F = 
/ = 
h = 

H = 
m = 
n = 

NTU = 
Q = 
R = 

RH = 
Re = 
T = 
U = 

um = 

A = 
e = 

Vo = 

z = 
p = 

heat transfer surface area, m2 

minimum free flow area on one side of an 
exchanger, m2 

fluid stream heat capacity rate = mcp, W/K 
heat capacity rate ratio = Cmin/Cmax 

specific heat of fluid at constant pressure, J/kgK 
log-mean temperature difference correction factor 
position function 
heat transfer coefficient, W/m2K [Btu/(hr ft2°F) in 
Fig. 1] 
enthalpy rate, W 
fluid mass flow rate = pumA0, kg/s 
number of intervals in the Simpson method of 
integration 
number of heat transfer units = UA/CmiB 

heat transfer rate, W 
thermal resistance, K/W 
heat capacity rate ratio = ChICc 

heat capacity rate ratio = CcICh 

temperature, °C (°F in Fig. 1) 
overall heat transfer coefficient, W/m2K 
fluid mean axial velocity occurring at the minimum 
free flow area, m/s 
denotes finite difference 
heat exchanger effectiveness = (Ch/Cmi„)(Thi -
Th,„)l{ThJ - r c , ) 
total surface efficiency on one side of an extended 
surface exchanger 
position coordinate(s) 
length effect correction factor defined by Eq. (14) 
fluid density, kg/m3 

Subscripts 

a = one end section of the heat exchanger 
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rates. In the case of AR = 0.4 where natural convection is the 
weakest, vibration enhanced convection contributes to the 
higher melting rate. 

Conclusions 
Ice contact melting experiments within rectangular enclo­

sures are conducted under vibrating conditions. It is shown that 
vibration increases melting rates in all experiments. Aspect ratio 
is an important parameter in ice contact melting. Of the three 
aspect ratios, the results for AR =1 .0 have lower melting rates 
in stationary and vibrating conditions. The cases for AR = 0.4 
and 2.5 also correspond to higher relative melting enhancement 
by vibration. Melting enhancement with horizontal vibration is 
greater than that with vertical vibration. Also, melting enhance­
ment by vibration is more pronounced for low wall temperature 
cases. 
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arith = arithmetic mean 
b = other end section of the heat exchanger 
c = cold fluid stream 

corr = corrected value 
exact = exact value 

h = hot fluid stream 
i = fluid stream inlet port 

int = integral mean 
j = refers either to the cold (c) , hot (h), or Cmin, Cm 

fluid stream 
In = logarithmic mean 
m = mean value 

max = maximum value 
min = minimum value 

o = fluid stream outlet port 
w = wall 

1/2 = middle point in the sense defined by Eq. (17) 

Superscripts 

* = hypothetical value 
= area-averaged value 
= temperature-range-averaged value 
= position and temperature-range-averaged value 

Introduction 

In conventional methods of exchanger heat transfer analysis, 
it is idealized that the overall heat transfer coefficient U is 
constant and uniform throughout the exchanger and invariant 
with time (Kays and London, 1984). This coefficient is depen­
dent upon a number of thermal resistances in series, and in 
particular, on heat transfer coefficients on both fluid sides. These 
individual heat transfer coefficients may vary with flow Reyn­
olds number, heat transfer surface geometry, fluid thermophysi-
cal properties, entrance length effect due to developing thermal 
boundary layers, and other factors. In a viscous liquid ex­
changer, a tenfold variation in the heat transfer coefficient is 
possible when the flow pattern encompasses laminar, transition, 
and turbulent regions on one side. Thus, if an individual heat 
transfer coefficient were to vary across the exchanger surface 
area, it is highly likely that U will not remain constant and 
uniform in the exchanger. 

The overall heat transfer coefficient nonuniformity effect has 
been investigated many times since 1933. Early studies pre­
sumed the overall heat transfer coefficient as an explicit function 
of temperature only, for example U as a linear function of the 
temperature (Colburn, 1933), or the mean overall heat transfer 
coefficient as a function of arithmetic mean or integral mean 
reference temperature (Larian, 1943). Various averaging proce­
dures for determining mean overall heat transfer coefficient 
values have been a subject of a number of more recent studies. 
Hausen (1983), Roetzel (1969), and Peters (1970) proposed 
methods for calculating average overall heat transfer coeffi­
cients at two or three points in the heat exchanger, utilizing 
approximate methods of integration and taking the length effect 
into consideration. Most recent efforts by Roetzel (1974, 1988) 
and Roetzel and Spang (1993) further refined the inclusion of 
both temperature and length effects, and also considered vari­
able heat capacity rates. An in-depth literature review on the 
subject is provided by Shah (1993) and hence is not elaborated 
here. The method of Roetzel has received even wider attention 
since it has been included in the most recent edition of the 
German VDl-Warmeatlas (Roetzel and Spang, 1993). 

The main objective of this note is to reconsider the applicabil­
ity of Roetzel's method in situations where a highly nonlinear 
overall heat transfer coefficient is present. The attention will be 
paid only to nonuniformities in the overall heat transfer coeffi­
cient due to temperature and length effects. 

Local and Mean Overall Heat Transfer Coefficients 
In order to outline how to take into account the temperature 

and length effects, let us first formulate specific definitions of 
local and mean overall heat transfer coefficients. The local over­
all heat transfer coefficient U is defined as follows: 

U = 
dQ 

dAAT 
(1) 

where elemental surface area is dA and the temperature differ­
ence is AT = (Th - r j . When both the temperature and length 
effects are not negligible, Eq. (1) can be integrated to obtain 
the mean overall heat transfer coefficient that can be used in 
conventional heat exchanger design. 

Traditionally, the mean overall heat transfer coefficient 
U,„(T) is defined as 

1 

UmA 

1 

(V°hmA)h 
+ Rw + 

1 

(T)JlmA)c 
(2) 

Here fouling resistances and other resistances are not included 
for simplifying the discussion, but can be easily included if 
desired. In Eq. (2) , h„,'s are the mean heat transfer coefficients 
obtained from the experimental/empirical correlations, and 
hence represent the surface area average values. The experimen­
tal/empirical correlations are generally "constant fluid prop­
erty" correlations. If the temperature variations and subsequent 
fluid property variations are not significant in the exchanger, 
the reference temperature T in Um(T) for fluid properties is the 
arithmetic mean of inlet and outlet fluid temperatures used on 
each fluid side for determining individual hm's; and in some 
cases, this reference temperature is the log-mean average tem­
perature or integral mean temperature. If the fluid property vari­
ations are significant on one or both fluid sides, this approach 
using the arithmetic mean temperature as a reference tempera­
ture is not adequate. 

A more rigorous approach in defining the mean overall heat 
transfer coefficient is the area average used in the definition of 
NTU for the conventional e-NTU method. The proof that the 
area average overall heat transfer coefficient is inherent to con­
ventional heat exchanger theory is given next. 

Area Average U. For counterflow and parallel-flow heat 
exchangers, energy balances combined with the definitions of 
heat exchanger effectiveness and number of transfer units under 
the usual idealizations (Kays and London, 1984) lead to: 

Cmi„ J A Cmin J (j AT" 
UA 
r • 

1 - C* 
In 

1 - C*e 

1 
1 + C* In [1 - e(l + e)] 

counterflow 

parallel-flow (3) 

where the second equality from the left comes from integrating 
Eq. (1). 

It is easy to see that expressions given by Eq. (3) represent 
effectiveness-NTU expressions that can be independently de­
rived for respective flow arrangements. Thus, it is obvious from 
Eq. (1) that the area average overall heat transfer coefficient 
is, indeed, given by 

U = 
AJA 

UdA (4) 

Note that Eq. (4) is obtained under the condition of constant 
heat capacity rates. This definition takes into account exactly 
both the temperature and length effects for counterflow and 
parallel-flow exchangers regardless of how large are the effects. 
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However, it may not be possible to have a closed-form expres­
sion of U(A) for integration even for counterflow and parallel-
flow. Also, no rigorous proof is available that Eq. (4) is exact 
for other exchanger flow arrangements (Roetzel, 1992). 

Temperature Average U. If the local overall heat transfer 
coefficient is a function of temperature only such as for liquid 
turbulent flows, the following procedure for defining average 
overall heat transfer coefficient, denoted by U, can be performed 
for the counterflow arrangement. Combining Eq. (1) with the 
energy balance yields 

dA = 
d(AT) 

UAT 

or, after integration 

A = 
_CC C/.J JAT„ 

d(ln AT) 

U(T) 

(5) 

(6) 

where ATa and ATb represent temperature differences at end 
sections of the heat exchanger. For example, for a counterflow 
arrangement, ATa = Thii - Tc,0, and ATb = Thfi — Tci. Hence, 
the temperature average overall heat transfer coefficient can be 
introduced by 

A = 
Cc Ch J u h d{\n AT) (7) 

From Eqs. (6) and (7), the temperature average U is found 
as follows (Roetzel, 1969): 

U = (In ATb - In ATa) f "
,AT- d(\nAT) 

lnAr„ U(T) 
(8) 

Exactly the same result can be obtained for the parallel-flow 
arrangement. Note that the U of Eq. (4) and the U of Eq. 
(8) are identical over the given temperature range for both 
counterflow and parallel-flow exchangers if U is a function 
of temperature only. Operationally, if the overall heat transfer 
coefficient is a function of the area only, Eq. (4) is preferred 
to evaluate the average U value; if the overall heat transfer 
coefficient is a function of temperature only, Eq. (8) is preferred 
to calculate the average U value. Note that the local overall 
heat transfer coefficient in Eq. (8) is a function of local tempera­
tures only. 

Position and Temperature Average V. When both tem­
perature and length effects are present, an average value of an 
overall heat transfer coefficient should include both position 
and temperature averaging. The theory for exact averaging in 
such a general case does not exist. Let us introduce an additional 
idealization that will allow utilization of the partial averaging 
procedures as presented above. We idealize local U(T, £) = 
Um(T)f((t), where Um(T) is a pure temperature function in 
the units of overall heat transfer coefficient as defined by Eq. 
(2) , and / (£ ) is a pure position function (£ is a dimensionless 
flow length) (Roetzel, 1969; Peters, 1970). Hence, Eq. (1) 
reduces to 

Um(T)f(0 
dQ 

dAAT 

and after splitting variables, and integrating 

dQ I I = f(OdA 

(9) 

(10) 

The following are the key steps in the averaging procedure. 
First, note that Eq. (8) defines an average overall heat transfer 
coefficient if U depends on the temperature only. The overall 

heat transfer coefficient on the left-hand side of Eq. (10) also 
depends on the temperature only. Let us assume that the left-
hand side of Eq. (10) can be written by definition in the form 

f ** - i f j g (11) 
J & Um(T)AT U h AT 

where U is given by Eq. (8), since the left-hand side of Eq. 
(11) is averaged over temperature only as is Eq. (8) . The 
integral on the right-hand side of Eq. (11) can be replaced by 
definition of the true mean temperature difference (MTD) as 
follows: 

f 1Q. 
J a AT 

Q 
ATm 

(12) 

The integral on the right-hand side of Eq. (10) can be trans­
formed again by definition as follows: 

f fiOdA - f 
AJA 

f(OdA = KA (13) 

where a correction factor K takes into account the length effect 
on the overall heat transfer coefficient 

1 f 
AJA 

fiOdA 

Collecting results from Eqs. (10 ) - (14 ) 

Q = KUAAT,„ = VAATm 

(14) 

(15) 

where the overall heat transfer coefficient that takes into account 
both temperature and length effects is defined as follows: 

U = KU (16) 

Various overall heat transfer coefficients discussed so far are 
summarized in Table 1. 

A Step-by-Step Procedure to Determine V 

A step-by-step method to determine O for an exchanger is 
presented below based on the work of Roetzel and Spang 
(1993) and slightly modified in this work. In this method, not 
only are the variations in individual h's due to the temperature 
effect taken into account, but also the heat capacity rate is 
considered temperature dependent. 

1 Hypothesize the given exchanger as a counterflow ex­
changer (if it is different from a counterflow exchanger), and 
determine individual heat transfer coefficients and enthalpy 
rates at three points in the exchanger: both ends and a third 
point within the exchanger designated with a subscript 1/2. This 
third point is determined by: 

ATf/2 = (ATaATby (17) 

2 In order to consider the temperature-dependent specific 
heats, compute the enthalpy rates H of the Cmax fluid (with a 
subscript,/' = Craax) at the third point (that with a 1/2 subscript) 
within the exchanger from the following equation using the 
known values at each exchanger end (designated by subscripts 
a and b). 

Hj,ii2 — Hjj, + (HJ:<> - HJJ,) 
ATf/2 - ATb 

ATa - AT„ 
(18) 

where AT*2 is given by Eq. (17). If ATa = ATb (i.e., C* = 
1), the quotient in Eq. (18) becomes \. If the specific heat does 
not vary significantly, Eq. (18) could also be used for the Cmi„ 
fluid (i.e., j = Cmax or Cmi„). However, when it varies signifi­
cantly as in a cryogenic heat exchanger, the third point calcu­
lated for the Cmax and Cmin fluid separately by Eq. (18) will not 
be physically located close enough to each other (Venkatarath-
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Table 1 Definitions of local and mean overall heat transfer coefficients 

Symbol Definition Meaning Comments 

_ d Q 

dAAT 

Local heat flux per unit of local 
temperature difference. 

This is the basic definition of 
the local overall heat transfer 
coefficient. 

U » U m
A <1ohmA)h ( l „ h m A ) c 

Overall heat transfer coefficient 
defined using area average heat 
transfer coefficients on both sides. 

Individual heat transfer 
coefficients should be evaluated 
at respective reference 
temperatures (usually arithmetic 
mean of inlet and outlet fluid 
temperatures on each fluid 
side). 

u-lf 
A J 

U(A) dA 

U = ( lnAT b - lnAT a ) 
d(lnAT) 

U(T) 

U = K U 

Overall heat transfer coefficient 
averaged over: 

heat transfer surface area 

temperature range 

local position range and temperature 
range. 

Overall heat transfer coefficient 
is either a function of: (1) local 
position only (laminar gas 
flow), (2) temperature only 
(turbulent liquid flow), or (3) 
both local position and 
temperature (a general case). 
U(T) represents a position 
average overall heat transfer 
coefficient evaluated at a local 
temperature. Integration should 
be performed numerically 
and/or can be approximated 
with an evaluation at three 
points. 

nam, 1996). In that case, compute the third point for the Cm 

fluid by the energy balance as follows: 

(tf, - Am)cm = (#1/2 - H0)c (19) 

Subsequently, using the equation of state or tabular/graphic 
results, determine the temperature Th,V2 and Tc,m corresponding 
to tii,,\/2 and Hc,u2- Then: 

ATj/2 — 7A,1/2 Tcj (20) 

3 The heat transfer coefficient hM/2 on each fluid side at 
the third point is evaluated at the following corrected reference 
temperatures (Spang and Roetzel, 1992) 

7/!,l/2,corr — 7"/i,l/2 — ^(ThAll Tc.Ml) 
1 - F 

yc\l/2,corr — 7c,l/2 + 2(^/1,1/2 7^1/2) 
1 +Ri 

(21) 

(22) 

In Eqs. (21) and (22), F is the log-mean temperature difference 
correction factor, Rh = ChICc and Rc - CJCh. Consequently, 
the proposed method can be applied for a wide range of flow 
arrangement configuration for which F + 1. The temperatures 
7/!,i/2,corr and 7'1;,1/2,Corr are used only in the evaluation of fluid 
properties for the computation of hh%xn and hCil/2 (Spang and 
Roetzel, 1992). The foregoing correction to the reference tem­
perature 7},1/2 results in the cold temperature being increased 
and the hot temperature being decreased. Calculate the overall 
conductance at the third point by: 

1 1 

UU2A (r)0hlnA)h 
+ Rw + 

1 

(Voh,,2A)c 
(23) 

Note that r\0 can be determined accurately at local temperatures. 
4 Calculate the apparent overall heat transfer coefficient at 

this point. 

U?nA = UU2A 
A7Y 

(24) 

5 Knowing the heat transfer coefficient at each end of the 
exchanger evaluated at the respective actual temperatures, com­

pute overall conductances according to Eq. (23) and find the 
mean overall conductance for the exchanger (taking into ac­
count the temperature dependency of the heat transfer coeffi­
cient and the heat capacities) from the following equation 
(Simpson's method of integration), (Roetzel, 1988): 

UA 

1 1 

6 UaA 

1 1 1 

3 Ufl2A
 + 6 U„A 

(25) 

6 Finally, the true mean heat transfer coefficient that also 
takes into account the laminar flow entry length effect, as well 
as the temperature effect, is given by: 

DA = KUA (26) 

where the entry length effect factor K s 1 is given by Roetzel 
and Spang (1993) or Shah (1993). 

Comparative Analysis of Various Methods 

In order to establish the error of averaging overall heat trans­
fer coefficient, six different methods for evaluating the ex­
changer heat transfer area are applied to five different sets of 
input data for a specific example. In this example, the thermal 
resistance on one fluid side is controlling (i.e., very high com­
pared to that for the other fluid side), and hence the variation 
in h on that side corresponds to the variation in overall U for 
the exchanger. The methods used are as follows: (1) the method 
summarized in this paper (later in the text referred to as the 
Roetzel method), (2) exact (numerical) method, (3) Colburn 
(1933) method (i.e., the logarithmic mean difference of the 
UATproduct), (4) the arithmetic mean of the terminal U val­
ues, (5) the U value determined at the arithmetic mean of inlet 
and outlet temperatures of the Cmi„ fluid stream, and finally (6) 
the U value determined at the log-mean average temperature 
(defined as the difference between the heat transfer surface wall 
temperature and the logarithmic mean temperature difference). 

The five sets of data are generated based on the data provided 
in Example B of the Colburn's original paper (1933). The 
problem (of finding the heat transfer area needed to meet the 
specified performance) was originally defined as follows: 

Journal of Heat Transfer MAY 1998, Vol. 120 / 523 

Downloaded 10 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



80 

± I I J L_J L_L 
80 90 100 110 120 130 140 150 160 170 180 190 200 

Temperature, T | °F] 

Fig. 1 Heat transfer coefficient on the liquid side versus local tempera­
ture. Data set #1 (data symbols: • ) , Colburn (1933) example B; Data set 
#2 (data symbols: O); Data set #3 (solid line) linear dependence; Data 
set #4 (data symbols: • ) ; Data set #5 (data symbols Q). Each data set 
is fitted by a polynomial curve fit, dotted lines. Note that all data in the 
figure are provided in the English units as given in the original Colburn 
paper (Colburn, 1933) [1 Btu/(hr ft2 °F) = 5.678 W/(m2K), 7(0F) = 
1.8T(°C) + 32]. 

"Straw oil is to be heated from 80°F to 200°F, flowing at an 
average velocity of 3 feet per second through a standard 2-
inch horizontal pipe. The oil has a mean specific heat of 
0.47, a mean specific gravity of 0.85, and a mean thermal 
conductivity of 0.078 in English units. The viscosities of the 
oil are 18 and 4 centipoises at 80°F and 200°F, respectively, 
and a plot of viscosity vs. temperature on logarithmic paper 
may be considered a straight line. The outside and inside 
diameters of the pipe are 2.38 and 2.07 inches, respectively; 
the thermal conductivity of the pipe is 35 in English units. 
Since the oil side resistance is controlling, the heat transfer 
coefficient on the steam side will be assumed constant at 
2150." 
Using the data from this problem, Colburn (1933) showed 

that the local heat transfer coefficient on the oil side follows 
the temperature change nonlinearly (see Fig. 1, Colburn's data). 
This dependence, in turn, causes a nonlinear change in the 
overall heat transfer coefficient. The data for this problem are 
the first set of data used in our analysis. The other four sets 
were generated from the first one under the following assump­
tions. For the second set of data, it is assumed that a hypothetical 
fluid exchanges heat under the conditions of even more pro­
nounced nonlinearity with respect to local temperatures, as 
given by the data set #2 in Fig. 1 (all other conditions the 
same). The third set of data assumes a linear dependence of 
the local heat transfer coefficient on the oil side but between 
the same terminal values as before. The fourth set of data (the 
data set #4, Fig. 1) corresponds to the mirror image of data set 
#2. Finally, the fifth set of data (the data set #5) assumes an 
"oscillatory" behavior. The data set #5 is selected arbitrarily 
to have the h terminal values as those for the data sets #2 and 
#4 and with a negative gradient in the central zone to find the 
impact of an oscillatory behavior on the surface area determina­
tion. To be able to perform the numerical integration, all data 
are fitted by polynomial and/or logarithmic curve fits. 

The final results of the study are presented in Tables 2 and 
3. Table 2 summarizes calculated errors introduced by various 
methods for the original Colburn problem. The exact value is 

determined by using the Simpson integration method with 200 
intervals. For the sake of completeness, the results for various 
numbers of intervals of the Simpson method are included, as 
well as the result obtained by Colburn (1933) using graphic 
integration. It is interesting to note that a small number of 
intervals in the Simpson numerical procedure provide good ac­
curacy. 

Further observations in Table 2 are of interest. First, the 
Roetzel method causes the same overprediction as the well-
known Colburn method for the problem analyzed. Use of the 
arithmetic mean value of the terminal U values provides the 
largest error. The evaluation of U at various reference tempera­
tures as a rule underestimates the correct result. The good esti­
mation obtained by using the arithmetic mean temperature as a 
reference temperature is an accident, rather than the rule, as it 
will be seen from Table 3. 

Table 3 provides results for all five data sets and five averag­
ing methods along with an exact method. All plus numbers 
indicate percent overestimation of the required surface areas 
compared to that by the exact numerical values, and all negative 
numbers indicate underestimation. Under the conditions of se­
vere nonlinearities (data sets #2, 4, 5) , neither method of aver­
aging provides very accurate results. If the local heat transfer 
coefficient varies linearly, the best results are obtained by the 

Table 2 Comparison of various averaging methods for the original Col­
burn problem 

Method1 (A-A C M a ) /A e x a n xl00-

Roetzel method 

Exact (numerical) 

Numerical (Simpson n=2) 

Numerical (Simpson n=4) 

Numerical (Simpson n=8) 

Numerical (simplified) 

Graphical (Colburn) 

Colburn method 

Arithmetic mean U 

U 9 (T w - AT | n ) 

+ 12 

0 

+ 6 

+ 1 

0 

+ 1 

+ 0.5 

+ 12 

+ 17 

- 1 

-10 

U evaluated at the arithmetic average of liquid terminal temperatures; U @ (Tw - ATto) 
denotes U evaluated at a log-mean average temperature defined as the difference 
between the wall temperature and logarithmic mean temperature difference. 
Simplified numerical calculation has been performed as follows: A = 
(l/2)AQ£[l/(UAT),+l/(UAT)b]| where 12 increments (i) with the corresponding 
terminal values (a, b) of the (UAT) products have been used, Hewitt et al. (1994). 

Table 3 Comparison of various methods for averaging U; the numerical 
values in the table represent [(A - A,ma)/Aexaa] x 100, percent 

Method' Colburn Data Data Data Data 
Example Set Set Set #*' Set 
Data Set Hi' Hi' #3' «' 

Roetzel +12 +19 +6 -16 +20 
Exact 0 0 0 0 0 

Colburn +12 +25 +1 -31 -3 

U„riui +17 +31 +5 -28 +1 

U ® T, r | t h -1 -7 4 +17 +26 

u@rr w -4T | n ) -10 -11 -9 -14 +24 

U,rith denotes arithmetic average of terminal values. Subsequent U values are determined at 
respective reference T values as described in Table 2, 

2 Calculations performed with a polynomial curve fit. 
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Colburn model. If the nonlinearities are pronounced, the three 
point method of Roetzel as presented in this paper is not always 
a better choice compared to the Colburn method. The surface 
area predicted by the Roetzel method can be considerably higher 
or lower compared to the exact numerical results. 

In most shell-and-tube heat exchangers, the shell-side flow 
undergoes changes from crossflow to parallel-flow between and 
across baffle plates. Thus, the shell-side coefficient undergoes 
cyclic and not necessarily monotonic changes through the ex­
changer. In this regard, data set #5 was selected to demonstrate 
this influence on the surface area requirement. From the review 
of the results for a single data set #5 in Table 3, no general 
conclusions regarding which method of averaging U is the best 
can be drawn. However, it appears that the surface area pre­
dicted is quite accurate using the Colburn method, as was the 
case with data set #3. However, further study is needed to 
investigate the influence of the cyclic behavior of h or U on 
the surface area requirement for many multipass shell-and-tube 
heat exchangers. 

Based on the findings of this work, it appears that none of 
the approximate methods considered here will accurately predict 
the exchanger surface area requirement when the variation of 
the heat transfer coefficient on one of the two-fluid sides is 
highly nonlinear and the corresponding thermal resistance is 
controlling. If the nature of variation in h is unknown, as in 
practical applications, the reliability of the approximate methods 

• is even more questionable. The best approach is to conduct 
the numerical integration to take into consideration the actual 
variation of the heat transfer coefficient. In many applications, 
the heat transfer coefficient on one fluid side may not be control­
ling (i.e., the heat transfer coefficients on both sides may be of 
the same order of magnitude). In this case, the conclusions 
derived from the example of this paper are not necessarily appli­
cable. Hence, the best solution is to conduct exact numerical 
integration to take into account the variations in the heat transfer 
coefficient on one or both fluid sides. 

It should be emphasized that the most published correlations 
are not accurate to better than 10-15 percent, and also the 
variation in fluid properties and fouling factors may introduce 
additional uncertainties in h or U. Hence, even the "exact" 
numerical method may not have real validity. The approximate 
methods of overall heat transfer coefficient averaging may or 
may not have poor accuracy. In light of many commercial com­
puter programs available for the design and analysis of heat 
exchangers that use some method of averaging U values, the 
results presented in this paper provide some guidelines on the 
averaging methods, particularly which ones should be avoided. 
However, unfortunately, none of the approximate methods came 
out superior to others in terms of accuracy and reliability. 

Conclusions 

The methods for incorporating the influence of nonuniformity 
in the overall heat transfer coefficient in conventional design 
procedures have been presented. Various definitions of mean 
overall heat transfer coefficients have been introduced (see Ta­
ble 1) depending on the pertinent nonuniformity effect. The 
influences of the length effect (developing thermal boundary 
layer influence), the temperature effect (changes in thermo-
physical properties due to fluid temperature variations), and the 
combined effect have been included in the analysis by defining 
an area average mean overall heat transfer coefficient, a temper­
ature average mean overall heat transfer coefficient and their 
combination. A step-by-step procedure is presented for evalua­
tion of the mean overall heat transfer coefficient. 

Five different methods of averaging U were compared to 
determine how they rank in accuracy in predicting exchanger 
surface area requirement for an example where the heat transfer 
coefficient on one fluid side was controlling; hence, the varia­
tions in h corresponded to the variations in U. For a significant 

nonlinear variation in h, none of the five methods yielded accu­
rate results. The only plausible method in such a case is the 
numerical approach. The overall heat transfer coefficients using 
various reference temperatures in most cases underestimated 
the heat transfer surface and should be avoided. 
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Effect of Fouling on Temperature 
Measurement Error and a Solution 

Y. I. Cho1 and B.-G. Choi1 

The objective of the present study was to investigate the effect 
of fouling on the accuracy of temperature measurement. When 
a thin scale layer is deposited on a temperature-measuring 
probe, the temperature reading can be in error by several de­
grees in spite of ±0.1 K resolution of the probe. This erroneous 
temperature reading can pose a serious problem in the evalua­
tion of heat exchanger performance and in the operation of an 
automated process control system. 

Nomenclature 
A = heat transfer surface area 

Cp = heat capacity 
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Colburn model. If the nonlinearities are pronounced, the three 
point method of Roetzel as presented in this paper is not always 
a better choice compared to the Colburn method. The surface 
area predicted by the Roetzel method can be considerably higher 
or lower compared to the exact numerical results. 

In most shell-and-tube heat exchangers, the shell-side flow 
undergoes changes from crossflow to parallel-flow between and 
across baffle plates. Thus, the shell-side coefficient undergoes 
cyclic and not necessarily monotonic changes through the ex­
changer. In this regard, data set #5 was selected to demonstrate 
this influence on the surface area requirement. From the review 
of the results for a single data set #5 in Table 3, no general 
conclusions regarding which method of averaging U is the best 
can be drawn. However, it appears that the surface area pre­
dicted is quite accurate using the Colburn method, as was the 
case with data set #3. However, further study is needed to 
investigate the influence of the cyclic behavior of h or U on 
the surface area requirement for many multipass shell-and-tube 
heat exchangers. 

Based on the findings of this work, it appears that none of 
the approximate methods considered here will accurately predict 
the exchanger surface area requirement when the variation of 
the heat transfer coefficient on one of the two-fluid sides is 
highly nonlinear and the corresponding thermal resistance is 
controlling. If the nature of variation in h is unknown, as in 
practical applications, the reliability of the approximate methods 

• is even more questionable. The best approach is to conduct 
the numerical integration to take into consideration the actual 
variation of the heat transfer coefficient. In many applications, 
the heat transfer coefficient on one fluid side may not be control­
ling (i.e., the heat transfer coefficients on both sides may be of 
the same order of magnitude). In this case, the conclusions 
derived from the example of this paper are not necessarily appli­
cable. Hence, the best solution is to conduct exact numerical 
integration to take into account the variations in the heat transfer 
coefficient on one or both fluid sides. 

It should be emphasized that the most published correlations 
are not accurate to better than 10-15 percent, and also the 
variation in fluid properties and fouling factors may introduce 
additional uncertainties in h or U. Hence, even the "exact" 
numerical method may not have real validity. The approximate 
methods of overall heat transfer coefficient averaging may or 
may not have poor accuracy. In light of many commercial com­
puter programs available for the design and analysis of heat 
exchangers that use some method of averaging U values, the 
results presented in this paper provide some guidelines on the 
averaging methods, particularly which ones should be avoided. 
However, unfortunately, none of the approximate methods came 
out superior to others in terms of accuracy and reliability. 

Conclusions 

The methods for incorporating the influence of nonuniformity 
in the overall heat transfer coefficient in conventional design 
procedures have been presented. Various definitions of mean 
overall heat transfer coefficients have been introduced (see Ta­
ble 1) depending on the pertinent nonuniformity effect. The 
influences of the length effect (developing thermal boundary 
layer influence), the temperature effect (changes in thermo-
physical properties due to fluid temperature variations), and the 
combined effect have been included in the analysis by defining 
an area average mean overall heat transfer coefficient, a temper­
ature average mean overall heat transfer coefficient and their 
combination. A step-by-step procedure is presented for evalua­
tion of the mean overall heat transfer coefficient. 

Five different methods of averaging U were compared to 
determine how they rank in accuracy in predicting exchanger 
surface area requirement for an example where the heat transfer 
coefficient on one fluid side was controlling; hence, the varia­
tions in h corresponded to the variations in U. For a significant 

nonlinear variation in h, none of the five methods yielded accu­
rate results. The only plausible method in such a case is the 
numerical approach. The overall heat transfer coefficients using 
various reference temperatures in most cases underestimated 
the heat transfer surface and should be avoided. 
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Effect of Fouling on Temperature 
Measurement Error and a Solution 

Y. I. Cho1 and B.-G. Choi1 

The objective of the present study was to investigate the effect 
of fouling on the accuracy of temperature measurement. When 
a thin scale layer is deposited on a temperature-measuring 
probe, the temperature reading can be in error by several de­
grees in spite of ±0.1 K resolution of the probe. This erroneous 
temperature reading can pose a serious problem in the evalua­
tion of heat exchanger performance and in the operation of an 
automated process control system. 

Nomenclature 
A = heat transfer surface area 

Cp = heat capacity 
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DH = hydraulic diameter 
Ds - inside shell diameter 
d, ,„ = outside tube diameter 

Q = heat transfer rate 
Rf = fouling factor 

TcM = inlet temperature of cold water 
Tc,oal = outlet temperature of cold water 

A7i,MTD = log-mean-temperature-difference 
U = overall heat transfer coefficient based on outside 

tube diameter 

Introduction 
It is well known that fouling causes performance degradation 

of heat exchangers (Taborek et al., 1972; Suitor et al., 1977; 
Bott, 1995). One of the most common techniques to monitor 
the performance degradation is to measure the inlet and outlet 
temperatures of cold and hot streams in the heat exchanger. 
However, the effect of thermocouple or thermister probe fouling 
on temperature measurements has not been carefully considered 
(ASTM, 1981; Kerlin and Shepard, 1982). 

When hard water is used as a cooling stream in a heat ex­
changer, the water becomes locally supersaturated as it is heated 
inside the heat exchanger (Cowan and Weintritt, 1976). Thus, 
precipitation fouling occurs inside the heat exchanger. 

Since the temperature of the water leaving the heat exchanger 
is substantially greater than the inlet water temperature, a tem­
perature-measuring probe located immediately after the heat 
exchanger can experience a serious fouling problem. As water 
is heated and passes through the heat exchanger, a number 
of small particles of submicron to micron size are formed, as 
dissolved mineral ions precipitate due to temperature changes 
and flow disturbances inside the heat exchanger (Cowan and 
Weintritt, 1976; Fan, 1997). Thus, both precipitation and partic­
ulate fouling can occur on the surface of the temperature-mea­
suring probe. 

When one considers the flow around a temperature-measuring 
probe outside a heat exchanger, it is often an impingement type 
of flow. Thus, the surface of the probe becomes an ideal site 
for scale build-up. The objective of the present study was to 
investigate the effect of fouling on the use of a temperature-
measuring probe. In particular, the fouling of thermocouple 
probes will be examined in the context of performance losses 
of a heat exchanger due to fouling. 

Experimental Method 
Figure 1 schematically shows the test facility, which consists 

of two reservoir tanks, two pumps, two flow meters, the primary 
heat transfer test section made of a concentric tube heat ex­
changer, and a plate-and-frame heat exchanger. 

The primary heat transfer test section is made of two concen­
tric copper tubes, i.e., a single-tube counterflow heat exchanger. 
The shell diameter (ID) was Ds = 0.01684 m and the tube 
diameter (OD) was dUo = 0.01275 m, leading to a hydraulic 
diameter of DH = 0.00409 m. The diameter of both the inlet 
and outlet connecting tubes was 0.0109 m. The location of the 
thermocouple probe relative to the outlet connecting tube is 
shown in Fig. 1. Of note is that the high velocity at the connect­
ing tube (i.e., Re = 5710) ensured a good mixing for accurate 
outlet temperature measurement. 

The thermocouple used in the present study was Omega 
Model TMTSS-125G-6 (grounded copper-constantan T type). 
The thermocouple junction was encased in a 304 stainless steel 
sheath with a stem diameter of 0.0032 m. Calibration was car­
ried out at 273 and 373 K, confirming the manufacturer's claim 
of the resolution of ±0.1 K. Hot water discharged from the 
heat exchanger impinged on the tip of the thermocouple probe 
longitudinally. The temperature of the hot stream entering the 
concentric heat exchanger was maintained at approximately 367 
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Fig. 1 Schematic diagram of the present test setup with a concentric 
tube heat exchanger as the primary test section. EAF coil for electronic 
anti-fouling treatment is used in a feed pipe to the heat exchanger. 

K using a plate-and-frame heat exchanger where high-pressure 
steam provided by the Philadelphia city steam network was 
used. 

Since the hardness of tap water available in Philadelphia is 
approximately 150 mg/L as CaC03, it is not suitable for fouling 
experiments. Therefore, hard water was prepared in our labora­
tory. The test solution was prepared by adding 0.01 M calcium 
chloride (CaCl2) and 0.02 M sodium bicarbonate (NaHC03) 
to tap water such that the hardness of the test solution was 
equivalent to 1000 mg/L as CaC03 . The resulting hard water 
caused severe scaling inside a pump, and one pump was lost 
on nearly every test due to the pump scaling. In order to avoid 
scaling in the pump, the calcium chloride and sodium bicarbon­
ate solutions were prepared in two separate reservoir tanks and 
mixed using a static mixer as shown in Fig. 1. 

The inlet temperature of the hard water was maintained at 
302 K, whereas the outlet temperature was maintained at ap­
proximately 327 K. A flow rate of 2.7 X 10~5 m3/s was used, 
resulting in a Reynolds number of 1870 inside the heat ex­
changer (i.e., in the shell side) and a Reynolds number of 5710 
in the outlet connecting tube where the temperature-measuring 
probe was located. It is of note that the viscosity of the hard 
water was evaluated at a shell-side average temperature of 316 
K and an outlet average temperature of 323 K in Reynolds 
number calculations. The velocities in the shell side and outlet 
connecting tube were 0.28 m/s and 0.29 m/s, respectively. 

The overall heat transfer coefficient, V, was calculated using 
the log-mean-temperature-difference (LMTD) (Incropera and 
DeWitt, 1996), which was obtained from the four temperatures 
measured at both the inlet and outlet of the cold and hot streams. 
Fouling factor, Rf, was calculated using the usual definition: 

Q = UAAThMTD = mcC„(Tc,OM - TcM) ( 1 ) 

u = AATu 
(2) 

and 
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Fig. 2 Overall heat transfer coefficient versus time at a flow rate of 2.7 
x 10~5 m3/s for three different cases: with fouled thermocouple probe, 
with clean thermocouple probe, and with electronic anti-fouling (EAF) 
device 

Rf 
1 1 

U(t) Ua 
(3) 

where UQ]am is the overall heat transfer coefficient corresponding 
to the clean state, i.e., at t = 0. The errors estimated from the 
uncertainty analysis for Q, U, Rf, and A (heat transfer surface 
area) were 2.5, 3.0, 8.0, and 1.1 percent, respectively. In all 
test cases shown in the present paper, the heat balance between 
the cold and hot streams was within 5 percent. 

Results and Discussion 
Figure 2 presents the changes in the overall heat transfer 

coefficient, U, as a function of time for three different cases. 
The U value corresponding to the clean initial state was mea­
sured with tap water at a flow rate of 2.7 X 10~5 m3/s, resulting 
in a value of 2460 W/m2K. When the concentric heat exchanger 
was clean, the outlet temperature of the cold stream was 331 
± 0.1 K at a flow rate of 2.7 X 10"5 m3/s. 

As the heat exchanger continued to foul due to the use of 
the hard water, the outlet temperature measured with a ' 'fouled'' 
thermocouple probe decreased to 317.5 ± 0.1 K at the end of 
the 4 hour test, resulting in a U value of 1100 W/m2K. 

When the test was repeated and the thermocouple probe was 
manually cleaned every time we measured the outlet tempera­
ture, it decreased only to 320.2 ± 0.1 K at the end of the 4 
hour test, rendering a U value of 1410 W/m2K. The results 
shown in Fig. 2 clearly depict the effect of the thermocouple 
probe fouling on the estimation of the performance degradation 
of a heat exchanger. In other words, when one monitors a heat 
exchanger fouling with a fouled temperature-measuring probe, 
one significantly overestimates the fouling in the heat ex­
changer. 

A fouled temperature-measuring probe gives a substantially 
lower temperature reading than a clean one. The error in the 
outlet temperature measurement depends on the magnitude of 
fouling on the surface of the probe. It can also cause an auto­
mated process control system to respond erroneously in such a 
way that further fouling can take place in both the heat ex­
changer and the probe. 

Another identical test was carried out with an electronic anti-
fouling (EAF) device. The outlet temperature was measured 
without cleaning the probe in this case. At the end of the 4 hour 
test the outlet temperature and the U value obtained with the 
EAF device were found to be exactly identical to the values 
obtained with the manually cleaned probe, as shown in Fig. 2. 

Since the operating principle of the electronic anti-fouling 
device was introduced elsewhere (Fan, 1997; Fan and Cho, 
1997a, 1997b; Cho et al., 1997a, 1997b), it will be described 
here only briefly. The EAF technology uses a square-wave cur­
rent signal to create time-varying magnetic fields in a solenoid 

Time(min) 

Fig. 3 Fouling factor versus time at a flow rate of 2.7 x 10 5 mVs 
for three different cases: with fouled thermocouple probe, with clean 
thermocouple probe, and with electronic anti-fouling (EAF) device 

wrapped around a pipe. Subsequently, the time-varying mag­
netic field creates an induced electric field inside the pipe, a 
phenomenon that can be described by Faraday's law. The in­
duced electric field, which oscillates with time, provides the 
necessary molecular agitation to charged mineral ions such that 
dissolved mineral ions such as calcium and bicarbonate collide 
and precipitate. Subsequently, the precipitation fouling is pre­
vented on the surface of a temperature probe or heat exchanger. 

Figure 3 shows the fouling factor calculated from the overall 
heat transfer coefficient as a function of time. The fouling factor 
obtained with the fouled temperature probe includes fouling in 
both the heat exchanger and temperature probe. The actual foul­
ing that took place in the heat exchanger had to be significantly 
less, as demonstrated by the comparison with the case obtained 
with the manually cleaned temperature probe. In other words, 
fouling factors can be greatly overestimated if a temperature 
probe is fouled. 

One may ask why fouling should affect temperature measure­
ment under a steady-state condition. In order to illustrate the 
point, Fig. 4 shows a sketch of a typical thermocouple mounting. 
Since the fluid temperature is often substantially greater than 
the ambient temperature, heat flows from inside to outside 
through the probe sheath. When there is no scale deposit on the 
probe, the thermocouple junction temperature is equal to the 
fluid temperature. However, as the probe becomes surrounded 
by a scale layer, a temperature gradient across the scale layer 
due to heat flow is introduced. In other words, the junction 
temperature will be consistently lower than the fluid tempera­
ture. The temperature error due to the scale layer will depend 
primarily on the thickness and thermal conductivity of scale 
layer. In addition, for a heat exchanger located outdoors, the 
outside air temperature decreases in the winter, increasing the 
temperature difference between fluid and the outside air. Hence, 
the temperature error due to the scale layer will be larger in the 
winter than in the summer. 

Stainless steel sheath 
(0.32 cm OD) 

Compression fitting 
for probe mounting 

Fig. 4 Sketch of thermocouple probe mounting. Arrows indicate the 
direction of heat flow, q, = conduction heat loss throughout tube wall, 
c/a = convective heat loss from fitting, and <j3 = convective heat loss 
from probe stem. 
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Conclusions 
The present study was conducted in order to investigate the 

effect of fouling of a temperature-measuring probe on the accu- 
racy of temperature measurement. When the temperature probe 
is fouled, the temperature reading can be in error by several 
degrees. Subsequently, this erroneous temperature measurement 
can overestimate the performance degradation of a heat ex- 
changer caused by fouling. 

A new electronic anti-fouling (EAF) device was found to 
prevent the fouling in a temperature probe. With the EAF de- 
vice, the temperature measurement error caused by the probe- 
fouling can be avoided. 
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characteristics of which are important in a broad spectrum of 
energy transport and conversion processes. Sufficiently large 
flow excursions or oscillations could substantially affect the 
performance and control of the processes taking place, cause 
damage to mechanical equipment and components, and endan- 
ger the safety of such systems. 

Most practical applications of in-tube condensation involve 
multiple-tube geometries, consisting of parallel channels con- 
nected to common headers. To the best knowledge of the au- 
thors, there do not appear to be any theoretical models or experi- 
mental data in the archival literature pertaining to the frequency- 
response characteristics of multitube condensing flow systems. 
Therefore, the model presented in this paper represents the re- 
sults of merging a theoretical model capable of predicting the 
frequency-response characteristics of single-tube condensing 
flow systems (Bhatt and Wedekind, 1980) with a model capable 
of predicting the transient behavior of multitube systems (Wed- 
ekind and Bhatt, 1989). 

Equivalent Single-Tube Model 
Wedekind and Bhatt (1989) demonstrated a method of ap- 

proximating an n-tube condensing flow system with an Equiva- 
lent Single-Tube Model (ESTM), based on the System Mean 
Void Fraction (SMVF) Model developed earlier. The concept 
of the ESTM is to obtain an equivalent single-tube system time 
constant, %, which, in its generalized form for an n-tube system, 
is a weighted average of the time constants for each of the 
individual tubes. In the present model, the flow distribution and 
heat flux for each individual tube are allowed to be different; 
however, the tubes are of identical geometry. Thermodynamic 
properties of the two-phase mixture are assumed to be the same 
in each tube, and evaluated at a mean condensing pressure. The 
spatially averaged heat flux for each tube is assumed to be time- 
invariantJ Also, the inlet flow quality entering each tube is 
assumed to be the same and equal to unity; xi, 1 = xi,y = 1. Using 
the ESTM, based on the SMVF model, the frequency-response 
characteristics of the outlet liquid flow rate for an n-tube con- 
densing flow system can be approximated utilizing the results 
from single-tube studies carried out earlier (Bhatt and Wede- 
kind, 1980). Thus, the gain and phase shift characteristics, G,, 
and "I'm, respectively, can be modeled in terms of the liquid-to- 
vapor density ratio, ( p / p ' ) ,  the equivalent system time con- 
stant, %, and the angular frequency, w; thus, 

G,, = {1  + ( p l p ' ) 2 ( w % 1 2 ~ m  
i l 7777777 J ( ) 

tan- '  ~" [ (P /P ' )  - l ] ( w % ) l  ~m 7   )-7777 j L 
(2) 

where 
n n 

Ts = Y ,  ")IjTj = 7"1 Z ")/j/~j ( 3 )  
j= !  j= l  

The time constant for each individual tube, r j, involves the 
vapor density, p', the heat of vaporization, (h '  - h) ,  and the 
spatially averaged heat flux, f q j .  It also involves the tube cross- 
sectional area, A,o, periphery, Pj, and the system mean void 
fraction, ~; thus for tube 1 : 

p ' ( h '  - h)~A,.1 
(4) 

rl = f q,,Pl 

where 

a The water flow rate was sufficiently high such that the heat transfer coefficient 
on the water side was greater than that on the refrigerant side; thus, the wall 
temperature of the copper tubing would be essentially constant. The small tran- 
sients in the condensing temperature, due to small transients in the condensing 
pressure, would result in a near-time-invariant heat flux. 
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Conclusions 
The present study was conducted in order to investigate the 

effect of fouling of a temperature-measuring probe on the accu- 
racy of temperature measurement. When the temperature probe 
is fouled, the temperature reading can be in error by several 
degrees. Subsequently, this erroneous temperature measurement 
can overestimate the performance degradation of a heat ex- 
changer caused by fouling. 

A new electronic anti-fouling (EAF) device was found to 
prevent the fouling in a temperature probe. With the EAF de- 
vice, the temperature measurement error caused by the probe- 
fouling can be avoided. 
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characteristics of which are important in a broad spectrum of 
energy transport and conversion processes. Sufficiently large 
flow excursions or oscillations could substantially affect the 
performance and control of the processes taking place, cause 
damage to mechanical equipment and components, and endan- 
ger the safety of such systems. 

Most practical applications of in-tube condensation involve 
multiple-tube geometries, consisting of parallel channels con- 
nected to common headers. To the best knowledge of the au- 
thors, there do not appear to be any theoretical models or experi- 
mental data in the archival literature pertaining to the frequency- 
response characteristics of multitube condensing flow systems. 
Therefore, the model presented in this paper represents the re- 
sults of merging a theoretical model capable of predicting the 
frequency-response characteristics of single-tube condensing 
flow systems (Bhatt and Wedekind, 1980) with a model capable 
of predicting the transient behavior of multitube systems (Wed- 
ekind and Bhatt, 1989). 

Equivalent Single-Tube Model 
Wedekind and Bhatt (1989) demonstrated a method of ap- 

proximating an n-tube condensing flow system with an Equiva- 
lent Single-Tube Model (ESTM), based on the System Mean 
Void Fraction (SMVF) Model developed earlier. The concept 
of the ESTM is to obtain an equivalent single-tube system time 
constant, %, which, in its generalized form for an n-tube system, 
is a weighted average of the time constants for each of the 
individual tubes. In the present model, the flow distribution and 
heat flux for each individual tube are allowed to be different; 
however, the tubes are of identical geometry. Thermodynamic 
properties of the two-phase mixture are assumed to be the same 
in each tube, and evaluated at a mean condensing pressure. The 
spatially averaged heat flux for each tube is assumed to be time- 
invariantJ Also, the inlet flow quality entering each tube is 
assumed to be the same and equal to unity; xi, 1 = xi,y = 1. Using 
the ESTM, based on the SMVF model, the frequency-response 
characteristics of the outlet liquid flow rate for an n-tube con- 
densing flow system can be approximated utilizing the results 
from single-tube studies carried out earlier (Bhatt and Wede- 
kind, 1980). Thus, the gain and phase shift characteristics, G,, 
and "I'm, respectively, can be modeled in terms of the liquid-to- 
vapor density ratio, ( p / p ' ) ,  the equivalent system time con- 
stant, %, and the angular frequency, w; thus, 

G,, = {1  + ( p l p ' ) 2 ( w % 1 2 ~ m  
i l 7777777 J ( ) 

tan- '  ~" [ (P /P ' )  - l ] ( w % ) l  ~m 7   )-7777 j L 
(2) 

where 
n n 

Ts = Y ,  ")IjTj = 7"1 Z ")/j/~j ( 3 )  
j= !  j= l  

The time constant for each individual tube, r j, involves the 
vapor density, p', the heat of vaporization, (h '  - h) ,  and the 
spatially averaged heat flux, f q j .  It also involves the tube cross- 
sectional area, A,o, periphery, Pj, and the system mean void 
fraction, ~; thus for tube 1 : 

p ' ( h '  - h)~A,.1 
(4) 

rl = f q,,Pl 

where 

a The water flow rate was sufficiently high such that the heat transfer coefficient 
on the water side was greater than that on the refrigerant side; thus, the wall 
temperature of the copper tubing would be essentially constant. The small tran- 
sients in the condensing temperature, due to small transients in the condensing 
pressure, would result in a near-time-invariant heat flux. 
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l a L n ( a )  
= (1 - a)  + (1 - a)  2 '  a = (p , /p )2 /3  (5) 

t~) ~ Tj/T1 = )~,l/ f q,j (6) 

y: =- m~4(z, t)z_o/m,.i(t)  (7) 

The particular void fraction model used to determine the 
system mean void fraction, ~, is that proposed by Zivi (1964),  
and was chosen for its simplicity and reasonable accuracy in 
determining the mean void fraction over the full range of flow 
quality, 5 0 -< x <- 1. 

Physically, the flow distribution parameter, yj, is defined as 
the fraction of the total mass flow rate entering tubej .  In general, 
0 -< yj -< 1, therefore, a flow distribution parameter y: = 1/n 
represents flow distribution symmetry in an n-tube system. The 
parameter/3j is a thermal asymmetry parameter, and is defined 
as the heat flux 6 ratio between a reference tube (designated as 
tube 1 ) and the j t h  tube in the system. In general, /3j > 0; 
therefore,/3: = 1 represents thermal symmetry in the multitube 
system. In this phase of  the model development, both the ther- 
mal and flow distribution asymmetry parameters are assumed 
to be known and independent of one another• Thus the reference 
to them as parameters. 

Referring to Eqs. (3),  (4) ,  and (6) ,  it should be pointed out 
that when thermal symmetry exists, the ESTM has no additional 
approximations for a multitube system than for a single-tube 
system (Bhatt and Wedekind, 1980) regardless of flow distribu- 
tion asymmetry. When thermal asymmetry exists, the ESTM is 
an approximation; however, it seems reasonable that as the num- 
ber of individual tubes increases, the approximation improves. 
Therefore, it may very well be that the two-tube system with 
significant thermal asymmetry represents a worst-case situation. 

C o m p a r i s o n  o f  M o d e l  P r e d i c t i o n s  W i t h  E x p e r i m e n t a l  

D a t a  

The experimental apparatus used in the present research, in- 
cluding the geometry and dimensions of  the two-tube condenser, 
is similar to the one used by Wedekind and Bhatt (1989);  the 
details and experimental uncertainties described in that paper 
will not be repeated here. A feedback control loop, involving 
a pneumatically actuated regulating valve, an orifice flowmeter, 
a PID controller, and a sinusoidal function generator driving 
the set-point, provided the sinusoidal inlet vapor flow rate, and 
eliminated many of the experimental problems encountered in 
the earlier single-tube study (Bhatt and Wedekind, 1980). The 
major advantage of this technique is the ability to vary and 
increase the amplitude of  the sinusoidal inlet vapor flow rate 
such that the amplitudes of the random fluctuations in the outlet 
liquid flow rate, inherent in two-phase flow, were small in com- 
parison to that of  the deterministic flow oscillations. 

Since the inherent random fluctuations were observed to be 
present over the entire range of frequencies tested, the experi- 
mental uncertainties most significant to this study are related to 
discerning the amplitude and phase shift of the outlet liquid 
flow rate oscillations from the strip-chart traces, even though 
great care was taken to minimize the influence of  the fluctua- 
tions. Therefore, the experimental data pertaining to the gain 
characteristics had an average maximum uncertainty 7 of  ±10 

Comparisons have been made using other void fraction models to determine 
the mean void fraction, and the interested reader is relerred to the earlier work 
of Wedekind and Bhatt (1977) for details. 

Since the condenser tubes were water-cooled and in concentric-tube configu- 
ration, the theoretical method utilized in this study for obtaining the effective 
point of complete condensation and the spatially averaged heat flux, fq, is de- 
scribed by Bhatt and Wedekind (1984), 

7 The maximum uncertainty varied with the frequency. The point of minimum 
uncertainty in the gain, ± 1,5 db, occurred where the gain itself was at a maximum. 
The point of maximum uncertainty in the gain, _+4 db, occurred at the lowest 
frequencies, corresponding to the lowest values of gain where, in turn, the relative 
influence of the inherent random fluctuations on the deterministic transient was 
the highest. 

35 

30 

25 

.~ 15 

5 

.~ 60 

o 

-30 

-90 
0.001 

• single-tube data; test #1fr-620b 

e two-tube data; test #2fr-623 S -v  q e ~  

o 

0.00! 0.01 0.1 1 
90 

I E,.p.am~ ~ = m , ~  R-n I 
II= = 686 kPa ~= = l 1.33 kW/m 2 I 0 ~,~ 

= 0,83 ~j = 0.79 s [ 

• • . . . . . . .  = . . . . . . . .  = . . . . . . .  , ~  

0.01 0. I 

Frequency; f, Hz 

Fig. 1 Frequency-response characteristics of outlet liquid flow rate to 
ainuaoidal inlet flow rate variation; comparison between single- and two- 
tube experimental data 

percent, whereas the uncertainty associated with the phase shift 
characteristics was slightly higher at ± 15 percent. 

The theoretical predictions of the Equivalent Single-Tube 
Model (ESTM)  for the frequency-response characteristics of a 
two-tube condensing flow system are compared with experi- 
mental data for several different flow conditions• The initial 
frequency-response tests were carried out with a single-tube 
condenser, the results of  which are depicted in Fig. 1. Then, as 
a means of model verification, the ESTM was used to design 
an equivalent test for a two-tube condenser that would yield 
the exact same frequency-response characteristics as that of  the 
single-tube condenser (thus, ~-~ = 7-1), even though the refriger- 
ant flow rates in each of  the two tubes were different than 
what they were for the single-tube condenser. The experimental 
results for the two-tube condenser are also plotted in Fig. 1. As 
can be seen from the graph, the measured frequency-response 
characteristics were virtually identical for both the single- and 
the two-tube condensers, just as the E S T M  predicted. 

The influence of  thermal and flow distribution asymmetry for 
a two-tube condenser is depicted in Fig. 2 by comparing the 
previous set of experimental data where thermal and flow distri- 
bution symmetry was present (/32 -- 1.0, y~ = 0.5), with data 
involving significant thermal and flow distribution asymmetry 
between the two tubes (/32 = 2.6, yt = 0.35). The agreement 
between the experimental data and the ESTM is seen to be quite 
good for both the symmetric and asymmetric conditions, the 
predicted gain being even better than the predicted phase shift. 

It is noted that the experimentally measured gain and phase 
shift appear to diverge some from the ESTM predictions at the 
higher frequencies. An analysis of the data indicates that the 
difference between the ESTM predictions and the measured 
frequency-response characteristics was not due to measurement 
uncertainties. Therefore, the difference must be the result of  a 
physical mechanism not included in the present theoretical 
model. That physical mechanism is undoubtedly compressibility 
effects. Although inadequate experimental data were available 
back then, this gain and phase-shift attenuation at the higher 
frequencies were predicted in an earlier single-tube study by 
Bhatt and Wedekind (1980),  where compressibility effects 
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Fig. 2 Frequency-response of outlet liquid flow rate relative to sinusoi= 
dal inlet vapor flow rate variation for a two-tube condensing flow system; 
comparison with ESTM 

were considered. Therefore, the gain and phase shift attenuation 
in the present experimental data at the higher frequencies in 
the two-tube system are evidence of the existence of some 
compressibility effects, even though an attempt was made to 
minimize them. 

S u m m a r y  and  C o n c l u s i o n s  
The degree of agreement between the experimental data and 

the ESTM predictions is quite good, especially when consider- 
ation is given to the complexity of the physical mechanisms 
involved, and the simplicity of the model, complete with its 
ability to handle any number of tubes, and to predict the effects 
of thermal and flow distribution asymmetry. There is some very 
sophisticated but, because of its complexity, not so "user- 
friendly" computer software available to design engineers who 
are working with two-phase condensing flow equipment. It is 
recognized that the utilization of this type of software may be 
both necessary and appropriate in some instances. The ESTM 
presented in this paper, however, offers the design engineer 
another tool, which, because of its simplicity, should have a 
place in the overall design and evaluation process for two-phase, 
in-tube condensing flow equipment. From a design perspective, 
the significant value of the ESTM is that it includes the primary 
physical mechanisms governing such complex frequency-re- 
sponse characteristics, yet is simple enough to be solved, and 
graphically demonstrated, on typical "spread-sheet" software. 
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Simplif ied and Accurate  
Mathemat ica l  Mode l  for the Analysis  
of  Heat  and Mois ture  Transfer  F r o m  
Food  Commodi t i e s  

F. A. Ansari  

The present paper deals with a simple and accurate mathemati- 
cal model for making reliable heat and mass transfer analyses 
from high-water-content solids when exposed to a cold air 
stream. Such physical situations are encountered in the refriger- 
ation industry during air blast cooling of food commodities. 
The concept of  enthalpy potential has been used to develop a 
simple linear surface boundary condition equation. This equa- 
tion accounts for the cooling effect due to sensible convective 
heat transfer as well as the latent cooling effect due to produce 
desiccation. Investigations on ten fresh samples each of ripe 
tomato and cucumber established that there is a good agreement 
between the computed temperatures from the proposed model 
and the experimentally measured values. 
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X = normalized space coordinate = X/Xo 
x = distance from the central plane, central axis or center, 

m 
x0 = half-thickness or radius, m 
a = thermal diffusivity of the produce, m2/s 
y = kinematic viscosity of air at mean temperature, mZ/s 
~b = relative humidity of cold air, percent 
~- = Fourier number = a"  t / x~  

Subscripts and Superscripts 

c m  = cooling medium 
i = initial 

d b  = dry bulb 
wb = wet bulb 

In trod u c t ion  

In the food preservation and processing industry, food com- 
modities are cooled by a number of methods. In cold storage 
practice, the food is cooled quickly after harvesting or slaughter- 
ing and its temperature is reduced to the storage warehouse 
temperature. As reported earlier by the present author (Ansafi, 
1984), cold preservation is the best and least expensive method 
for preservation of food. The food, after precooling, is kept in 
the refrigerated warehouse to extend its high quality. During 
the cooling process, convective heat transfer occurs from the 
food surface. During air-blast cooling of exposed foods, desic- 
cation provides additional cooling due to latent heat transfer. 
The author and his co-workers have thoroughly investigated 
and reported the validity of-the available mathematical models 
for making heat and mass transfer analyses in such cases (An- 
sail, 1984; Ansari et al., 1984). During a long period of experi- 
mental and theoretical investigations, it was observed that both 
convective heat transfer and moisture transfer effects from the 
produce surface were significant up to the half-cooling time, 
defined as the time elapsed in reducing the temperature differ- 
ence between the produce center and the cooling medium to 
half its initial value. After half-cooling time, the pure convection 
heat transfer model was found to calculate temperatures that 
were in better agreement with the measured values. On the basis 
of these observations, a calculation scheme was developed and 
reported (Ansari et al., 1984) that was a combination of the pure 
convection and simultaneous heat and mass transfer surface 
boundary condition equations available in the literature. In this 
scheme, temperature calculations were made with simultaneous 
heat and moisture transfer model up to the half-cooling time. 
During later stages of cooling, a pure convection model was 
used. Although this scheme of calculation was reported to pre- 
dict temperatures that agreed quite satisfactorily with measured 
temperatures, it was devoid of sound mathematical logic. Math- 
ematical models have been reported in the literature by many 
other investigators, who take into consideration the cooling ef- 
fects of heat and moisture transfer (Dyner and Hesselschwerdt, 
1964; Dincer, 1993; Dincer and Akaryildiz, 1993; Gaffney et 
al, 1985; Guemes et al., 1988; Hayakawa and Succar, 1982; 
Sastry et al., 1985). Both classical solutions (Arpaci, 1966; 
Carslaw and Jaeger, 1980; Dincer, 1993; Dincer and Akaryildiz, 
1993) and numerical solutions (Ansari, 1984; Ansafi et al., 
1984, 1987; Gamal, 1992; Gaffiaey et al., 1985; Hayakawa and 
Succar, 1982) have been used to solve the mathematical models. 
Unfortunately, a better model is still not available in the litera- 
ture. In the present work, the enthalpy-potential concept has 
been used to derive a simple linear surface boundary condition 
equation. The one-dimensional transient heat conduction equa- 
tion is solved with the initial condition equation, center bound- 
ary condition equation, and the proposed boundary condition 
equation after normalizing the equation system. An optimized 
explicit finite-difference scheme is used. The computed temper- 
atures have been compared graphically with the measured val- 

Table 1 Constants in the N u - R e  correlations defined by 
Eq. (9) 

Infinite Infinite 
Constant slab cylinder Sphere 

p 0.0 0.0 0.1 
q 0.664 0.260 0.30 
r 0,5 0.6 0,5 
s 0.333 -0.3 0.333 

ues for tomato and cucumber samples and are found to be in 
good agreement. 

M a t h e m a t i c a l  M o d e l  

As reported in the literature (Ansari, 1984; Ansari et al., 
1984), for infinite isotropic regular-shaped food produce ini- 
tially at uniform temperature and exposed to symmetric cooling, 
the heat conduction phenomenon, initial condition, center 
boundary condition, surface boundary condition with pure con- 
vection heat transfer, and that with simultaneous heat and mois- 
ture transfer, are respectively represented by the following nor- 
malized equations: 

O X "  OX ~ for 7 - - -0 ,  0 - - X - -  1 (1) 

U =  1 for T = 0 ,  0 - < X - <  1 (2) 

OU 
- - = 0  for 7 - > 0 ,  X = 0  (3) 
OX 

OU 
- B i . U  for T > 0 ,  X =  1 (4) 

OX 

OU 
- - = - B i ' ( C , ' U 2 + C 2 " U + C 3 )  for r > 0 ,  X = I  (5) 
OX 

(1 - @) 
C 3 = . - -  

Cl 

C1 = T? - T~ (6) 

C2 = 0.3428 + T~b (7) 

(1.2977 - 0.6368T,Tb + T ~ )  

- G .  u~b - c , .  u,~b (8)  

Equations ( 5 ) - ( 8 )  are reported to be based on enthalpy 
potential (Badrinarayanan, 1976) and are nonlinear. These 
equations include the effects of convective heat transfer and 
moisture transfer from the produce surface. The temperature- 
time variations in the produce body are computed by solving 
the system of Eqs. ( 1 ) - (3) with appropriate surface boundary 
condition equation. In pure convection heat transfer, Eq. (4) is 
used, whereas in case of simultaneous heat and moisture trans- 
fers, Eqs. ( 5 ) - ( 8 )  are used, The requisite values of surface 
film conductance for solving this equation system are calculated 
from the Nu-Re correlations reported in the literature (Chap- 
man, 1984; Ansari, 1986; Ansari et al., 1987) and are defined 
by the following equation; 

Nu = p + q. Rer. Pr s (9) 

The constants p, q, and exponents r,  s ,  are different for different 
shapes and are given in Table 1. 

D e v e l o p m e n t  o f  the P r o p o s e d  M o d e l  
In case of simultaneous heat and mass transfer from the pro- 

duce surface, the total heat transfer shall be a function of the 
enthalpy potential at the surface, It is represented by the follow- 
ing relationship (ASHRAE, 1981); 
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q = h d ' ( l  - lcm ) (lO) 

Surface film conductance and convective surface mass transfer 
coefficient are correlated by the following relationship 
(Stoecker and Jones, 1982); 

h 
hd = - -  (11) 

Cpm 

Combination of Eqs. (10) and (11) yields the rate of heat 
transfer of the produce surface in terms of enthalpy of saturated 
air at the surface temperature, which remains wet due to mois- 
ture diffusion from inside, and the enthalpy of cold air stream. 
The net rate of heat transfer shall be given as 

h .  (1 - I,-m) 
q = (12) 

cp~ 

The surface boundary condition equation may, therefore, be 
written as; 

OT h .  ( l  - l,.m) 
- (13) 

Ox k" Cpm 

Using the thermodynamic property table of saturated air at at- 
mospheric pressure reported in the literature (Stoecker and 
Jones, 1982), I/Cpm data for saturated air were generated. For 
simplifying the mathematical model, only the portion of the 
linearly varying data was chosen and this was regressed to get 
the following approximate correlation for saturated air at the 
wet produce surface: 

I 
- -  = 2 T  + 9.47 (14) 
Cpm 

In the cold air blast ducts, the relative humidity is found to vary 
between 80 and 90 percent. For an average relative humidity 
of 85 percent, I for cold air stream was calculated from the 
temperature and humidity ratio of moist air (MeQuiston and 
Parker, 1982), Lm/cpm data were generated and the linear portion 
of this data was regressed. It was found that the following 
approximation can be made in this case as well: 

L~ 
- -  = 2T,,, + 9.47 (15) 
Cpm 

Substitution of Eqs. (14) and (15) into Eq. (13) simplifies the 
surface boundary condition equation to the following form: 

0__T = - 2  h (T - T~,,) (16) 
Ox k 

Application of nondimensionalization parameters reduces Eq. 
(16) to the following normalized form: 

OU 
- -  = -2Bi" U (17) 
OX 

Experimental Procedure 

The experimental setup along with the measurement proce- 
dure has been described by the author elsewhere (Ansari, 
1995). It consisted of a closed circular duct with a 25 cm 
diameter, through which air was circulated by a centrifugal 
blower. Air was cooled by passing it over the evaporator coil 
of a vapor compression refrigeration system. The temperature 
inside the test section was maintained constant at any value 
between 6°C and 10°C with the help of air bypass fins. The cold 
air stream velocity was constant at 5.4 rn/s. Copper-constantan 
thermocouples (28 SWG) were used to measure temperatures 
at the center of the food samples by a digital millivoltmeter 
with a resolution of 1 #V. 

Table 2 Properties of food products under investigation 

Mass Specific Thermal 
density, heat, cp conductivity, 

Produce p (kg/m 3) (J/kg • K) k (W/m. K) 

Tomato 1016.9 3990.0 0.56 
Cucumber 968.6 4060.0 0.55 
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Fig. 1 Temperature-time variations for tomato sample 
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Fig. 2 Temperature-time variations for cucumber sample 

Results and Discussion 
Thorough investigations were made on 10 fresh samples each 

of tomato and cucumber. The thermophysical properties of these 
food products were taken from the literature (Gamal, 1992) 
and have been listed in Table 2. The values of surface film 
conductance, required for the solution of equation systems, were 
calculated from the measured air stream velocity by Eq• (9) 
and the thermophysical properties of air were also read from 
the literature (Chapman, 1984)• The proposed Eq. (17) was 
solved numerically along with Eqs. ( 1 ) - ( 3 ) •  Comparative 
studies of a number of finite-difference schemes, made earlier 
by the author (Ansari, 1984) had revealed that a simple explicit 
scheme with AX = X / 2 0  yields accurate results and was used 
in the present investigations. Center and surface boundary con- 
dition equations were solved implicitly by four-point formulae, 
which are based on Lagrangian interpolation and are reported 
to have a small truncation error of the order of (A X )3 (Berezin 
and Zhidkov, 1965). The computed temperature-time varia- 
tions at the center of all the food samples were compared with 
the measured temperatures reported in the literature (Gamal, 
1992)• In order to compare the present model with the other 
models available in the literature, computations were also made 
with pure convection surface boundary condition Eq. (4) as well 
as with the literature model of simultaneous heat and moisture 
transfer surface boundary condition Eqs. ( 5 ) -  (8). It was ob- 
served that the computation results by the present surface 
boundary condition Eq. (17) are consistently in good agreement 
with the measured values. For one sample each of tomato and 
cucumber, plots are shown in Figs. 1 and 2. The temperatures 
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calculated by Eqs. ( 5 ) - ( 8 ) were almost the same as those by 
the proposed Eq. (17) and the difference was not visible on the 
plot. Due to this reason, these calculation results have not been 
shown on the graphs. Equations ( 5 ) - ( 8 ) are also reported to 
have been derived on the basis of enthalpy potential (Badrinara-
yanan, 1976). These are nonlinear and tedious to solve. Quite 
often, such cumbersome mathematical formulations happen to 
be more of academic interest and do not yield a comparable 
degree of accuracy, as many drastic simplifying assumptions 
are already made. These assumptions, in the present case, are: 
approximations of the food products with regular-shaped bod­
ies, isotropicity, unidirectional heat transfer, initial uniform tem­
perature distribution in the live respiring food samples, uniform 
cooling, etc. It was thought that one more simplifying assump­
tion might not introduce too much error. The proposed linear 
Eq. (17) is very simple, its solution is easy, and it gives the 
same degree of accuracy. The overall good agreement between 
the computed temperatures from the present model and their 
measured values established that the effort is worthwhile. It 
may be emphasized that varying the slopes of the Eqs. (14) and 
(15) by up to 10 percent did not adversely affect the agreement 
between the computed and measured temperatures. This implies 
that the applications of the system of Eqs. ( 5 ) - ( 8 ) and other 
similar nonlinear and cumbersome mathematical models used 
by different investigators may hardly be justified. In view of 
all the plus points, discussed above, Eq. (17) developed in the 
present work is recommended for temperature calculations in 
food products exposed to a cold air stream. 

Conclusions 

On the basis of the present investigation by the author, it 
may be concluded that the proposed simultaneous heat and 
moisture transfer surface boundary condition equation is accu­
rate and reliable. It incorporates the cooling effects due to con-
vective heat transfer as well as due to moisture evaporation 
during desiccation of food. The derivation is based on the con­
cept of enthalpy potential at the produce surface. The enthalpy 
versus temperature data for saturated air at the wet produce 
surface as well as those of unsaturated cold air stream were 
generated and regressed to get a linear correlation. This was 
then substituted in the enthalpy potential equation to get a sim­
plified linear surface boundary condition equation. The mathe­
matical model for infinite, isotropic regular-shaped bodies was 
solved by an optimized explicit finite-difference scheme. Inves­
tigations on ten samples each of tomato and cucumber estab­
lished that the calculation results by the proposed model are 
in good agreement with the measured values. The model is 
recommended for making transient temperature-time calcula­

tions during air blast cooling of exposed food commodities and 
other hydrous materials. 
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